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Abstract 
We discuss the use of the Hilbert transform for the analysis of periodically nonstationary random 

signals (PNRSs), whose carrier harmonics are modulated by jointly stationary high-frequency 

random processes. The narrow-band modulations are considered. A representation of the signal in 

the form of a superposition of high-frequency components is obtained and it is shown that these 

components are jointly periodically nonstationary random processes (PRNPs). The properties of 

the band-pass filtered signals are examined, and it is shown that band-pass filtering can reduce 

both the number of signal variance cyclic harmonics and their amplitudes. We show that it is 

possible to extract the quadratures of narrow-band high-frequency modulation processes using the 

Hilbert transform. 
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1. Introduction 

The vibration signal in many cases can be described as a superposition of stochastically amplitude- 

and phase-modulated carrier harmonics with multiple frequencies [1-5]. Note that this representation 

is the characteristic feature of PNRP [6-8]. Taking this into consideration, we can analyze in more 

detail the covariance and spectral structures of stochastical modulations of PNRP carrier harmonics. 

Separation of the individual modulated harmonics and their quadratures can be performed using band-

pass filtering and the Hilbert transform [9]. Unfortunately, the properties of the Hilbert transform of 

vibration signals in most works are analyzed only superficially, without the involvement of the PNRP 

harmonic series representation. In this paper we consider the use of the Hilbert transform for analysis 

of the PNRP with high-frequency modulation, i.e., in the case when the spectra of the modulating 

processes are concentrated in an interval whose lower boundary is higher than the highest carrier 

frequency of the signal. 

2. Model of multicomponent periodically non-stationary random signal 

The PNRP mean function     m t E t , where E  is the operator of the mathematical 

expectation, the covariance function        b t u E t t u, , ,        t t m t , are periodical 

functions of time, i.e.    m t m t P   ,      b t u b t P u, , , where P is period. If  m t  are 

absolutely integrable time functions over interval  0 P, , namely 

  
0

P

m t dt ,    
0

P

b t u dt u, ,  
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then they can be represented in the form of a Fourier series as follows: 
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m t m e m m k t m k tcos sin , (1) 
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integer numbers,  is the set of natural numbers and 
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ik t
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The mean function in Eq. (1) describes the deterministic part of the vibrations, which is usually 

associated with the macroscopic defects of mechanical systems, such as imbalance, eccentricity, 

misalignment, etc. The stochastic part   t  contains information about the non-linearity and non-

stationarity of the vibration signal caused by friction forces, changes in the viscosity of lubricants, 

surface irregularities, etc. An analysis of the stochastic part, including its periodical non-stationarity 

characteristics, i.e. the Fourier coefficients 
   

kB u  in Eq. (2), allows defects to be detected in the 

early stages after their initiation [10-12]. 

The covariance components  kB  satisfy the equality: 

         
  0ik u

k kB u B u e .  

The zero
th
 covariance component is an even function: 

        
 0 0B u B u . It is also a positive 

definite function [6, 12, 13]. Thus 
   

0B u  has all the properties of the covariance function of 

stationary random processes. Therefore, this quantity is called a covariance function of stationary 

approximation of PNRP [6, 12, 13]. If 

 





 b t u du, ,  

then we can introduce the function 

    

 








  0
1

2
i uf t b t u e du, , ,  

which is called the instantaneous spectral density of PNRP. Taking into account the Fourier series in 

Eq. (2), we have 

      

  


 0ik t
k

k

f t f e, ,  

where 

         








 
1

2
i u

k kf B u e du . (3) 

Proceeding from the PNRP series representation [6, 9, 13], 

     


 0ik t
k

k

t t e , (4) 

where  k t  are jointly stationary random processes, we can deduce that the properties of the mean 

in Eq. (1) and covariance function in Eq. (2) are determined by the properties of modulating processes 

. The mathematical expectations of  are equal to the Fourier coefficients of the mean 

function     k km t E t m: . The cross-covariance functions        k lklR u E t t u , where 

 k t  k t



     k k kt t m , determine the Fourier coefficients of the PNRP covariance function with the 

number  k l r : 

         





 0il u
k l k l

l

B u R u e, . (5) 

It follows from Eq. (5) that the random process in Eq. (3) is periodically non-stationary of the second 

order only in the case when some of the cross-covariance functions of the modulation processes are not 

equal to zero. The zero
th
 covariance component is defined by the auto-covariance functions of  l t : 

         



 0

0

il u
ll

l

B u R u e .  

Substituting Eq. (5) into Eq. (3), we obtain the equality: 
        

  




  0k l k l
l

f f l, , (6) 

where 

         
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
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 
1

2
i u

kl klf R u e du .  

It follows from (6) that the correlations of the PNRP spectral harmonics and the correlations of the 

modulating processes in series representation in Eq. (4) are equivalent. 

3. High-frequency modulation of multi-component signal 

Consider PNRS, which are represented by finite stochastic series 

               
 

      0

0 0 0

L L
ik t c s

k k k
k L k l

t t e t t k t t k tcos sin . (7) 

We suppose that the power spectral densities of the modulating processes 

         






 
1

2
i u

kl klf R u e du   

are concentrated in the interval      0 0m m,  and that    0 0m L . This modulation we shall 

call high-frequency modulation. 

3.1. Signal representation for narrow-band modulation 

We assume that the high-frequency quadratures in Eq. (4) are narrow-band (i.e.  0m ) and can 

be described by the Rice representations: 

        0 0 0 0 0
c st p t t p t tcos sin , (8) 

        0 0
c c s
k k kt p t t p t tcos sin , (9) 

        0 0
s c s
k k kt q t t q t tcos sin . (10) 

Using Eqs. (8)–(10) each component of Eq. (7) can be written in the form: 

                         0 0 0 0 0 0
c s c s
k k k kt k t t k t t k t t k tcos sin cos sin  

                                                                           0 0 0 0
c s
k kv t k t v t k tcos sin , 

 

where 

         
1

2
c c s
k k kt p t q t ,          

1

2
s s c
k k kt p t q t ,  
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1

2
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k k kv t p t q t ,         

1

2
s s c
k k kv t p t q t .  

Introducing the complex random processes 
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2
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for the signal representation gives: 
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where 
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k k kt t e t e( ) ( )
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The time changes in the signal covariance function are defined by the correlations of the narrow-

band components Eqs. (11) and (12), where the correlations of the component shifted by 0  define 

the first harmonic of the covariance functions, and the correlations of the components shifted by 02  

define the second harmonics, etc. To obtain a compact formula for the signal covariance function, we 

rename each component   

k t  in the following way: 

               

 
   0 0 0 0

c s
k k kt t k t t k tcos sin ,  

where           
 

 c c s s
k k k kt t t t,  . We can then represent the signal in the form: 

               


      0 0 0 0

L
c s
k k

k L

t t k t t k tcos sin . (13) 

3.2. Extraction of quadratures and signal band-pass filtering. 

To analyze the structure of the quadrature correlations in more detail, we can separate the narrow-

band components: 

                   0 0 0 0cos sinc s
k k kt t k t t k t , (14) 

                 0 0 0 0cos sinc s
k k kt v t k t v t k t , (15) 

using filtering with the corresponding transfer function, i.e.: 
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A Hilbert transform of Eqs. (14) and (15) gives: 

                        0 0 0 0sin cosc s
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k k k kt H t v t k t v t k t . (17) 

From Eqs. (14) and (16), and Eqs. (15) and (17), we obtain: 
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k k kv t t k t t k t . (21) 

The relations in Eqs. (18)–(21) can be used to create techniques for processing experimental data 

to extract the high-frequency quadratures and to analyze their properties. The covariance and spectral 

structure of the quadratures may have specific features for a given fault in the mechanism. 

The signal power spectrum density is equal to the sum of the power spectral density of the narrow-

band components in Eqs. (14) and (15), i.e. 
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The spectra in Eqs. (23) and (24) contain sharp peaks around the points 0k , which are 

concentrated within the intervals 






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Let us consider the properties of the signal in Eq. (13) after band-pass filtering; the transfer 

function for  0  is defined by 
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The signal in Eq. (13) after filtering is presented by the following expression (where N L ): 
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For its covariance function, we get 
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where     1S N r N, ,  for 0r  and    1S r N N, ,  for 0r . The variance of the 

output signal in Eq. (26) is equal to 
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As we can see, the filtering of the signal in Eq. (13) with the bandwidth in Eq. (25) reduces the 

number of the harmonics for its variance and also changes the value of their amplitudes. This is a 

consequence of the reduction of the number of the components of the signal in Eq. (13), whose cross-

covariances result in time changes of the variance. Note that filtering also reduces the power of the 

stationary background, which is determined by the zero
th
 covariance component in Eq. (27). 

4. Discussion 

It should be noted that the works which devoted to an envelope or square envelope analysis of 

vibration [14–21], largely stimulates investigations, the results of which are presented in this paper. 

The envelope technique is empirical, and the results were interpreted as a blind transfer of the 

definitions and well-known consequences of the Rice representation analysis for the simplest case 

when the spectra of the deterministic quadratures are narrower than the frequency of the harmonic 

carrier. 



The theoretical analysis performed above illustrates that this interpretation is incorrect in cases 

where vibrations are modeled as PNRSs, which can generally be represented by a superposition of the 

amplitude- and phase-modulated carrier harmonics. This multi-component superposition adequately 

describes the properties of the stochasticity and the recurrence of the numerous natural and man-made 

processes, including vibrations [6–13]. Using the Hilbert transform, the component quadratures can 

be extracted and their auto- and cross-covariance functions can be estimated on the basis of the 

obtained time series. In this way, the quadratures of the high-frequency oscillations that modulate the 

PNRS carrier harmonics can also be studied. 

5. Conclusions 

It has been shown that the application of the Hilbert transform to a PNRS, the carrier harmonics of 

which are amplitude or amplitude-phase modulated by high-frequency, jointly stationary random 

processes, does not change the structure of the signal covariance; that is, the Fourier coefficients of 

the covariance functions of the signal and its Hilbert transform (the covariance components) are the 

same. 

The issue of filtering of the raw signal for selection of the informative frequency band must also be 

re-formulated. It is necessary to consider it in terms of the filtering of a PNRS, which has some 

special features that must be taken into consideration for a more effective choice of band. In the case 

of narrow-band modulation, a PNRS is represented by the superposition of the high-frequency, 

narrow-band components which are stationary (but jointly, periodically non-stationary) random 

processes. The component quadratures can be extracted using the Hilbert transform. An auto- and 

cross-covariance analysis of the quadratures allows us to study the covariance structure of a PNRS in 

more detail. 

6. References 
[1] P. D. McFadden, J. D. Smith, “Vibration monitoring of rolling element bearings by the high frequency 

resonance technique – A review,” Tribol. Int., vol. 17, pp. 3–10, 1984. doi: 10.1016/0301-679X(84)90076-8 

[2] D. Ho, R. B. Randall, “Optimization of bearing diagnostic techniques using simulated and actual bearing 

fault signals,” Mech Syst Signal Process, vol. 14, pp. 763–788, 2000. doi: 10.1006/mssp.2000.1304. 

[3] I. Antoniadis, G. Glossiotis, “Cyclostationary analysis of rolling-element bearing vibration signals,” 

J. Sound Vib., vol. 248, pp. 829–845, 2001. doi: 10.1006/jsvi.2001.3815. 

[4] H. Wang, “Early detection of gear tooth cracking using the resonance demodulation technique,” Mech. 

Syst. Signal Process., 15, pp. 887–903, 2001. doi: 10.1006/MSSP.2001.1416 

[5] А. М. Syrotyuk, А. V. Babii, R. A. Barna, R. L. Leshchak, P. O. Marushchak, “Corrosion-Fatigue Crack-

Growth Resistance of Steel of the Frame of a Sprayer Boom,” Mater. Sci., vol. 56, no. 4, pp. 466–471, 2021. 

doi: 10.1007/s11003-021-00452-2 

[6] I. Javorskyj, I. Matsko, R. Yuzefovych, O. Lychak, R. Lys, “Methods of hidden periodicity discovering 

for gearbox fault detection,” Sensors, 21, 6138, 2021. doi: 10.3390/s21186138. 

[7] W. A. Gardner, Cyclostationarity in Communications and Signal Processing, IEEE Press, New York, 

1994. 

[8] H. L. Hurd, A. Miamee, Periodically Correlated Random Sequences: Spectral Theory and Practice. 

Wiley, New York, 2007. doi: 10.1002/9780470182833. 

[9] I. Javorskyj, R. Yuzefovych, I. Matsko, P. Kurapov, “Hilbert transform of a periodically non-stationary 

random signal: Low-frequency modulation,” Digit. Signal Process., vol. 116, 103113, 2021. doi: 

10.1016/j.dsp.2021.103113 

[10] A. C. McCormick, A. K. Nandi, “Cyclostationarity in rotating machine vibrations,” Mech. Syst. Signal 

Process., vol. 12, no. 2, pp. 225–242, 1998. doi: 10.1006/mssp.1997.0148 

[11] C. Capdessus, M. Sidahmed, J. L. Lacoume, “Cyclostationary processes: Application in gear fault early 

diagnostics,” Mech. Syst. Signal Process., vol. 14, no. 3, pp. 371–385, 2000. doi: 10.1006/mssp.1999.1260. 

[12] I. Matsko, I. Javorskyj, R. Yuzefovych, Z. Zakrzewski, “Forced oscillations of cracked beam under the 

stochastic cyclic loading,” Mech. Syst. Signal Process., 104, pp. 242–263, 2018. doi: 10.1016/ 

j.ymssp.2017.08.021 

[13] I. Javorskyj, R. Yuzefovych, O. Lychak, R. Slyepko, P. Semenov, “Detection of distributed and 

localized faults in rotating machines using periodically non-stationary covariance analysis of vibrations,” Meas. 

Sci. Technology, vol. 34, 065102, 2023. doi: 10.1088/1361-6501/abcc93 

https://doi.org/10.1016/0301-679X(84)90076-8
http://dx.doi.org/10.1006/mssp.2000.1304
http://dx.doi.org/10.1006/jsvi.2001.3815
https://doi.org/10.1006/MSSP.2001.1416
https://doi.org/10.3390/s21186138
https://doi.org/10.1016/j.dsp.2021.103113
https://doi.org/10.1016/j.dsp.2021.103113
https://www.scopus.com/record/display.uri?eid=2-s2.0-85037814208&origin=resultslist&sort=plf-f
https://www.scopus.com/record/display.uri?eid=2-s2.0-85037814208&origin=resultslist&sort=plf-f


[14] R. B. Randall, N. Sawalhi, M. Coats. “A comparison of methods for separation of deterministic and 

random signals,” Int J Cond Monitoring, vol. 1, pp. 11–19, 2011. doi: 10.1784/204764211798089048 

[15] P. Borghesani, P. Pennacchi, R. B. Randall, N. Sawalhi, R. Ricci, “Application of cepstrum pre-

whitening for the diagnosis of bearing faults under variable speed conditions,” Mech. Syst. Signal Process., vol. 

36, no. 2, pp. 370–384, 2013. doi: 10.1016/j.ymssp.2012.11.001 

[16] R. B. Randall, J. Antoni, S. Chobsaard, “The relation between spectral correlation and envelope 

analysis,” Mech. Syst. Signal Process., vol. 15, pp. 945–962, 2001. doi: 10.1006/mssp.2001.1415 

[17] E. Bedrosian  A product theorem for Hilbert transforms. In: Proceedings of the 51th IEEE. 1963; 

pp. 868–869. doi: 10.1109/PROC.1963.2308 

[18] J. S. Bendat, A. G. Piersol. Random data: Analysis and measurement procedures. John Wiley & Sons, 

Ltd.; 2010. 

[19] J. Antoni, “Cyclostationarity by examples,” Mech. Syst. Signal Process., vol. 23, pp. 987–1036, 2009. 

doi: 10.1016/j.ymssp.2008.10.010 

[20] Z. K. Zhu, Z. H. Feng, F. R. Kong, “Cyclostationarity analysis for gearbox condition monitoring: 

Approaches and effectiveness,” Mech. Syst. Signal Process., vol. 19, no. 3, pp. 467–482, 2005. doi: 

10.1016/j.ymssp.2004.02.007 

[21] D. Wang, X. Zhao, L.-L. Kou, Y. Qin, Y. Zhao, K.-L. Tsui, “A simple and fast guideline for generating 

enhanced/squared envelope spectra from spectral coherence for bearing fault diagnosis,” Mech. Syst. Signal 

Process., vol. 122, pp. 754–768, 2019. doi: 10.1016/j.ymssp.2018.12.055 

https://doi.org/10.1016/j.ymssp.2012.11.001

