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Abstract
Tree Kernels (TKs) are a family of functions measuring the similarity between two tree-structured objects.
TKs have been successfully employed in several fields of AI, including Natural Language Processing
and Software Engineering (e.g.: software testing and code clone detection). A recent research line has
proved that the information about source code changes captured by TKs can fruitfully be applied to
select and prioritize test cases in Regression Testing, a crucial activity in modern software development
processes. We suggest that a similar approach can be adopted also in the field of formal specification
of safety-critical systems, whenever a structured language (e.g., a variant of Statecharts, hierarchical
automata or the Promela description language) is adopted for the specification task and test cases are
(semi-)automatically generated from the specifications. In evolutionary approaches to specification
development, the information on changes between two consecutive versions of the specification can aid
in focusing the activity of test generation and their execution on the specification modules that were
mainly affected by the specification changes.
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1. Introduction and Background

Safety-critical systems are nowadays an integral part of our lives, impacting everything from
healthcare to transportation and beyond. The consequences of a failure in these systems can
range from costly inconveniences to potentially catastrophic disasters and thus ensuring their
reliability and safety is of paramount importance. Formal methods have emerged as a vital tool
in addressing these challenges.

In particular, hierarchical modelling languages and verification toolkits have been proposed
and effectively adopted in many different contexts to handle the increasing complexity of such
systems. An example of a specification environment which exploits hierarchically structured
models is proposed in [1]. That work introduces a variant of Statecharts called Dynamic State
Machines (DSTMs) and the encoding of DSTM models into Promela, the description language
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adopted by the Spin model checker, to endow the formalism with an executable semantic. The
translation, which has been further refined in [2], enables both the automated verification of
behavioural properties [3] on the modelled system and the automated generation of test cases,
by exploiting the model checker’s ability to extract counterexamples of violated properties. A
case study witnessing the interest of the approach in an industrial setting has also been reported
in [4]. It is worth noting that both DSTM models and their Promela executable semantics can
be seen as tree-structured artifacts. Indeed, a DSTM specification has been already encoded as a
tree-structured XML file in [2], and Promela code can be represented using the Abstract Syntax
Tree resulting from its parsing.

In this work, we present a novel approach we are currently investigating, aimed at supporting
the verification efforts for such hierarchical models in evolutionary scenarios, i.e., when changes
are made to an existing specification. Inspired by the effectiveness of Tree Kernel functions in
a number of Natural Language Processing and Software Engineering tasks, where they have
been applied to compute meaningful structural similarity measures between tree-structured
data, we envision fruitfully applying them also in the formal verification field. In particular, we
aim to measure the entity of changes to a hierarchical specification by using Tree Kernels to
compare a new version of a DSTM specification (or of its Promela semantics) with the previous
one. Tree Kernels could serve as an effective way of identifying the most critical changes in
the hierarchical specification, and this information could be crucial in directing costly test-case
generation efforts towards covering the parts of the specification that have been affected by the
most relevant changes.

The remainder of this work is structured as follows. In Section 2 we provide preliminary
information and some related works on Tree Kernel functions. In Section 3 we present our
vision for adopting Tree Kernels to support verification efforts of hierarchical specifications in
evolutionary scenarios. Lastly, in Section 4, we give some closing remarks.

2. Tree Kernels for Regression Test Prioritization

Tree-based structures can be naturally employed to model several kinds of structured information
in different branches of computer science. The evaluation of similarity between tree structures is
a common operation in different tasks of various domains, such as Natural Language Processing
(NLP) and Software Engineering. Tree Kernels (TKs) [5] are a class of Kernel functions used to
assess similarity between tree structures, and have been successfully applied in both NLP [6, 7]
and Software Engineering [8, 9]. Given two tree-based structures, TKs evaluate their similarity
by considering the number of different tree fragments the structures have in common. Different
kinds of considered fragments give rise to different TK functions, e.g., SubTree Kernels takes
into account the sub-trees of the original structures, while Partial Treek Kernels rely on parts of
the original tree [10]. Some kind of TKs, such as Smoothed Partial Tree Kernels [11], include also
semantic information, allowing to define a weighting function for the labels of tree-nodes.

All TK functions have different tunable parameters, such as a decay factor for the depth of
a node in the considered fragments, or a penalization factor for gaps between the considered
fragments. The main advantage of TK functions relies on their flexibility, as they can be tuned
to highlight sub-structures which are specific to the problem at hand, and are often used along



other machine learning models such as Support Vector Machine [12]. TKs can be efficiently
evaluated using dynamic programming algorithms [10].

In the Software Engineering domain, Tree Kernels have typically been employed on the
Abstract Syntax Tree (AST) representation of the source code, in order to obtain the similar-
ity between two code fragments. ASTs are a tree-based and natural representation of source
code, highlighting both its structural properties and semantic properties. Each construct of
the programming language is converted into a tree node, labeled with its semantic informa-
tion (e.g.,loop, statement or expression), while parent-child relations reflect how the different
constructs are nested within each other. Leaves of the tree represent terminal tokens such as
variables or constants defined in the source code. ASTs have been exploited in several studies
[13, 14, 15] due to the flexibility and the high degree of customization they hold, which makes
their structure and semantics thoroughly adaptable to the problem at hand.

Our research lines focused on the application of Tree Kernels and Abstract Syntax Trees in
the field of Regression Test Prioritization (RTP) [16], a widely-adopted practice to ease Regression
Testing, one of the most resource-consuming activities of the software validation phase[17, 18].
RTP is applied in scenarios of limited resources allocated to the testing phase, where it is
typically not possible to execute the entire test suite of the application. RTP approaches aim to
find a permutation of the test cases in order to discover as many faults as possible within this
limited resource window. Different techniques for RTP assign priorities to test cases according
to some properties, e.g., test coverage [16], test execution history [19] or code changes [20].

Our studies on the application of TKs to RTP showed that the approach is effective in
estimating the fault-proneness of source code changes [21], and its application to RTP has led
to promising results. We employed Tree Kernel functions to assess the similarity of the ASTs
related to the previous and current version of changed methods/functions and schedule the test
cases giving higher priority to those covering the units with the higher degree of changes. The
rationale of this approach is that procedures which exhibit deeper changes are more likely to
show faults than functions which have been subjected to a lower degree of changes.

We implemented our technique for the Java programming language and executed it in different
experimental settings, concerning both datasets of benchmark software projects with artificially
injected faults and on projects with real faults. We then evaluated the technique performances
according to common metrics used in prioritization (e.g., Average Percentage of Fault Detected).
We compared our technique with several RTP approaches commonly used in practice. In
particular, some of these approaches did not rely on changes between the version (e.g., only on
test coverage), while other approaches were aware of changes, the latter employing a textual
representation of the source code (e.g., diff -like analyses). The results of our experiments were
promising and better than the other considered techniques for all metrics, indicating that TKs
can produce a more meaningful assessment of changes within the code.

3. Tree Kernels for Hierarchical Specifications

As the source code changes during an evolutionary step in a software lifecycle, so does the formal
specification of a complex safety critical system during its design process. In this scenario, we
will focus on changes in both DSTM specifications and their Promela executable semantics. In



Figure 1: Envisioned pipeline of the steps involved in the evaluation of Tree Kernels to generate test
cases from DSTM specifications and Promela semantics.

such evolutionary contexts, to validate the new model one should: (i) execute all the previously
assessed simulations (test cases); and (ii) generate new test cases to improve coverage metrics
of the new specification (state/transition coverage of DSTM specification or Promela line code
coverage for the executable semantics). Following the encouraging experience in the case of
software regression testing guided by code churn, we are confident that benefits can be derived
in the validation cost of the specification evolution: (i) simulations priority can be rearranged
according to their impact on changed parts; (ii) costly automatic test generation routines based
on model checking techniques can be invoked only for changed parts not covered by simulations
at point (i). Notice that in the context of DSTM specifications, changes can be evaluated at two
different detail levels: either at the more abstract detail of DSTM specification or at a more
detailed level considering Promela code automatically generated from DSTM specifications. A
graphical sketch of the outlined process is depicted in Figure 1.

We are currently working on the application of Tree Kernel functions to evaluate the similarity,
and consequentially the degree of changes, of the tree XML representation of the DSTM model
and of ASTs of the executable semantic given by Promela. As Tree Kernels proved useful in
capturing the similarity of HTML documents [9], we are confident that they can produce fruitful
results also in the analysis of DSTM models serialization (e.g., in XML format). Furthermore, as
the Promela encoding of a model is a fully-qualified programming language, it is possible to
extract AST representations from the encoding and thus analyze their similarity using the same
promising approach we designed for RTP.

4. Conclusion

In this paper, we discussed an application of similarity measures to aid formal verification
activities in an evolving software, which we are currently investigating. We are designing
and implementing methods to use Tree Kernels on hierarchical models produced by DSTM
specifications and on the artifacts produced by the description language Promela, both having a
natural tree-based representation. Our research is motivated by our previous and promising
studies of Tree Kernels to measure code similarity in the Regression Test Prioritization domain.

The analysis of changes in the DSTM specifications can indeed drive the test generation to
stress the most critically changed parts in the software. As formal methods-based test generation
is a costly task, focusing on the critical sections could save important resources and - we envision
- lead to an earlier discovery of faults.
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