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Abstract
We present a new approach for solving temporal problems using Answer Set Programming (ASP), which

exploits the automata representation of temporal specifications. This approach is then used to solve key

problems from Process Mining. The contributions of the paper are manifold. Firstly, for the Temporal

Logics community, it provides a tool to perform temporal reasoning. Secondly, for the ASP community,

it offers a method to intuitively handle time. Finally, for the Process Mining community, it provides both

tools and methods for analyzing event logs.
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1. Introduction

Answer Set Programming (ASP) [1] is a declarative problem solving approach that has become

very popular in recent years. This is partly due to the development of efficient ASP systems

such as DLV [2] and clingo [3]. Here, a problem is modeled as a logic program that is then fed

into an ASP system. The system computes the answer sets of the program, each corresponding

to a different solution to the problem.

In order to use ASP systems to solve problems involving temporal specifications, the idea we

propose [4] is to use the well-known relationship between finite-state automata and LTL𝑓 /LDL𝑓

formulae [5], stating that it is possible to construct an automaton that accepts exactly the traces

satysfing the formula. In fact, one can represent LTL𝑓 /LDL𝑓 formulae in an ASP program simply

by encoding the corresponding automata. In this way, checking whether a trace satisfies the

specifications reduces to checking whether the automata accept such a trace, which is easily

done in ASP. There are many advantages to considering ASP. First, it provides a clear and

concise syntax, inspired by Logic Programming and Prolog, to model problems. Second, the

minimality of its semantics makes it very efficient (compared to SAT) in solving reachability

problems, making ASP a natural choice for our techniques.

Process Mining (PM) [6? ] is the research area at the intersection of Business Process

Management [7] and Data Mining [8]. It studies methods and techniques for analyzing event

logs to extract information related to the processes that generate such logs. An event log is
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a collection of process traces, i.e. sequences of events, where an event contains information

about the business activity being performed. A process is a collection of traces achieving a

desired business goal, of which event logs constitute the observed traces. Processes are modeled

using different formalisms. Standard imperative process models are Petri nets [9, 10] and

BPMN [11, 12]. These models tend to over-constrain the process. Indeed, all models whose

traces satisfy some properties of interest are considered acceptable. In the case of declarative

specifications [13], it is assumed that the properties directly represent the model. In this way,

all the traces satisfying the properties are assumed to be part of the model (and nothing more).

Declarative specifications are typically expressed in DECLARE [14], LTL𝑓 [15], or LTL𝑝 [16].

Automata are a possible choice for process models that have gained increasing attention in

recent years. The main reason for this is their relation to temporal logics, which makes automata

easy to define and understand while preserving all the advantages of a procedural representation.

Indeed, if we think of a process as a set of process traces, that is, as event sequences constituting

a formal language, finite-state automata are a natural choice for modeling processes. In this

paper, we show how to encode automata in ASP together with various Declarative Process

Mining problems (that is, PM problems where processes are represented using declarative

specifications). The problems are then solved using ASP to simulate the run of the traces over

the automata.

The contributions of the presented approach are manifold and benefit different communities:

• For the Temporal Logics community, it provides a tool (an ASP system) to perform

temporal reasoning;

• For the ASP community, it offers a method (based on automata) to intuitively handle time;

• For the Process Mining community, it provides both tools and methods for analyzing

event logs.

2. Approach

Let’s consider a problem involving temporal specifications that admit a finite-state automaton

representation, i.e. for which there exists an automaton that accepts all and only the traces

satisfying the specification. Our approach, introduced in [17], consists of the following steps:

1. Convert the temporal specifications into automata;

2. Represent the automata into ASP;

3. Represent the traces into ASP;

4. Model the problem in ASP by adding generation and test rules;

5. Check the acceptance of traces by simulating the automata run over them.

Regarding the first point, this can be done in a pre-processing step, with available tools whose

choice depends on the logical formalism used. For example, for LTL𝑓 /LDL𝑓 specifications one

can use the state-of-the-art tool Lydia
1

[18]. In this paper, we are interested in the application of

such an approach to problems in Declarative Process Mining. Since, in this context, the traces

of interest are process traces, the tool employed is LTLp2DFA [19].

1
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It should be noted that the automata-based approach was independently proposed in [20,

21] for Temporal ASP [22, 23]. While they compare different automata representations and

conversion algorithms on toy examples [24] with the aim of determining the best representation,

their work lacks an experimental evaluation of real-world problems to show the feasibility and

scope of the approach.

Figure 1: Automaton of Response template

automaton ( s0 , a , s1 ) .
automaton ( s1 , b , s0 ) .
automaton ( s0 , b , s0 ) .
automaton ( s0 , " ∗ " , s0 ) .
automaton ( s1 , a , s1 ) .
automaton ( s1 , " ∗ " , s1 ) .
i n i t i a l ( s0 ) .
a c c e p t i n g ( s0 ) .

Listing 1: ASP encoding of the Response template

Figure 1 shows the automaton corresponding to the DECLARE template 𝑅𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝑎, 𝑏)
which is satisfied when ‘every time activity 𝑎 is performed, it is eventually followed by activity

𝑏’. This corresponds to the LTL𝑝 formula G(𝑎 → F𝑏). The ASP encoding is shown in Listings

2. Here, 𝑎 and 𝑏 represent placeholders for the activation and target activity of the Response

template, while the asterisk stands for any other activity.

s t a t e ( S , 0 ) : − i n i t i a l ( S ) .
s t a t e ( S2 , T ) : − s t a t e ( S1 , T − 1 ) , automaton ( S1 , A , S2 ) , t r a c e (A , T ) .

s a t ( T ) : − s t a t e ( S , T ) , a c c e p t i n g ( S ) .

Listing 2: ASP rules to update the current automaton state and to track the formula’s satisfaction

3. Application

In this section, we describe various PM problems and show how the approach described above

can be applied to them. For details on the encodings, the experimental evaluation, and the

comparison with the state-of-the-art tools, the reader is referred to [17].

Log Generation is the problem of generating a set of process traces, of some given length,

satisfying an input model. Conformance Checking is the problem of checking whether the traces



of a log satisfy a given input model. Finally, Query Checking is the problem of finding properties

of a process, by checking constraint templates, i.e., formulae with variables (the queries), against

the event log of the process. For a declarative model, these problems can be easily solved with

ASP once the automata corresponding to the model are available.

For log generation, we add the ASP generation rule

{trace(A,T):activity(A)}=1 :- time(T).

for guessing the candidate answer set corresponding to a trace, and a test rule to check whether

the trace is accepted by the automata. The case of conformance checking is even simpler since

no generation rule is required: the traces are already given. We just need to test whether they

are accepted. For query checking, we use the generation rule

{assignment(V,A):activity(A)} = 1 :- var(V).

to guess the instantiation of variables to activities and then check whether the input log satisfies

the formula obtained.

4. Conclusion

The problems we considered are relatively simple and are intended to demonstrate the potential

of the approach. However, the results were so satisfactory that the authors of the Declarative PM

toolkit RuM [25] integrated it into their application for log generation. Following our approach,

[26] proposes to use it for Process Discovery (i.e., finding a model of the log) while using the ASP

optimization capabilities to also take into account user preferences. Optimization capabilities

can also be used to solve other complex PM problems such as Trace Alignment (i.e. modifying a

log to make it compliant with a given model), which can be formulated as cost-optimal planning

[27]. Finally, we stress that, while we have considered PM problems, there is no reason to limit

ourselves to this particular domain, since the approach can be virtually applied to any problem

involving temporal specifications that admit automata representation.
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