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Abstract
A systematic literature review (SLR) is a cornerstone of any academic endeavor. Nevertheless, literature 
reviews are time-consuming, arduous and a regular point of contention. A selection of adequate keywords 
for a database search that casts a net, that is not too wide and not too narrow, and the selection of filtering 
criteria in particular cause difficulties. The application of Machine Learning (ML) and Natural Language 
Processing (NLP) to support these tasks has been proposed before. But the emergence of Large Language 
Models (LLMs) and Generative Pretrained Transformer models (GPT) bring new options for automation 
that might capture semantic details that elude former approaches. We discuss application options for the 
different  steps  of  a  literature  review and propose,  implement,  and test  a  solution for  screening large 
amounts of abstracts in a short amount of time. Our initial results suggest a vast automation potential, 
despite some risks and limitations that have to be further navigated.
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1. Introduction

Literature reviews provide the foundation for any research project. In some cases, they are used to 
contribute the related work or the conceptual foundations for a specific research project, in others, 
the literature review stands on its own  [1–5] – a standalone literature review  [1, 3]. The latter 
approach is particularly suited for broader topics with hundreds or thousands of relevant papers 
that  warrant  a  separate  quantitative  analysis.  Unsupported,  the  related  tasks  can  cost  several 
person-years, a large portion of which is the identification of relevant papers alone. The literature 
gives examples of costs that go up as high as 100.000 USD and beyond [6].

Usually, literature reviews are done with keyword searches in literature databases, although in 
some cases, all publications of a defined outlet are scanned manually  [5]. It has been suggested 
before  to  apply  Natural  Language  Processing  (NLP)  methods  and/or  Machine  Learning  (ML) 
techniques to partly automate this step. The literature already demonstrates some promising results. 
However, “classical” NLP approaches come with built-in limitations esp. because of the equivocality, 
vagueness, ambiguity, and context-dependencies of human language [7, 8]. A promising approach 
to handle these challenges are transformer-based large language models (LLMs). First introduced in 
2019 they have recently shown unprecedented results  in a  slew of  NLP tasks  [9–11],  and it  is 
therefore plausible to apply them to literature reviews as well. A direct application of state-of-the-
art  LLMs,  however  (e.  g.  ChatGPT  on  top  of  a  GPT-4  foundational  model),  is  currently  still  
delivering sobering results: The models make up authors, years, and publications or present papers 
that do not fit the actual subject [12]. However, there are alternative ways to tap into the potential 
of LLMs that deliver better results.  In this paper we show a multistep approach that uses text-
embeddings or contextual embeddings to create an initial classification of the paper abstracts using 
established machine learning approaches. Text-embeddings are vectors, generated by an LLM [13] 
for capturing the semantics of a word, sentence or paragraph. Following this initial classification is 
the usage of the natural language understanding capability of an LLM for the final selection using 
few-shot learning.
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Therefore, our research question is: How can LLMs be exploited for an automatic screening of 
abstracts in a SLR? 

2. Conceptual Foundations

There is a plethora of literature on how to conduct a systematic literature review (e.g. [1–5]).  In the 
following, we go by the structure suggested by vom Brocke et al.  [5]: They distinguish between 5 
phases that are applied cyclically [5]: 1. definition of review scope 2. conceptualization of the topic, 
3. literature search (keyword-based or by screening all papers), 4. literature analysis and review, 5. 
research agenda. While we experimented with all five phases with various LLMs, we so far only got 
reasonable results for phase 3 which will be our focus here.

In phase 3, the choice of pertinent keywords is a central problem [3]. The alternative is scanning 
all publications from all relevant outlets individually, which is often not feasible due to the required 
time. Here, the possibility to apply NLP methods as an automation option comes into play. 

Traditionally,  NLP usually  starts  with  the  preprocessing  of  the  text  that  among others  can 
include steps for the removal of “irrelevant” stop-words, syntactical corrections, lemmatization and 
stemming, i.e. reducing words to their grammar-independent core, a part-of-speech tagging that 
marks the grammatical role of words and phrases, and the use of thesauri or ontologies to deal with 
homonyms or synonyms  [14, 15]. After that, each unit of text is characterized by a selection of 
words that sets it apart from the rest, usually with the so called “TF-IDF” metric [16]. The sequence 
or deeper meaning of the words is discarded; hence this is called a “bag of words” (BoW) approach. 

More recent NLP approaches use so called embeddings which are vectors of numbers that are 
attributed to a unit of text (a string of characters or words – a “token”, a sentence or a document)  
and thereby position the text in a “semantic space”, i.e. the vector represents and places the texts 
meaning [13, 17]. Besides calculating vectors based on the above-mentioned TF-IDF approach, there 
are two other techniques to create word embeddings [17]:

1. Static  Embeddings can be generated using pre-trained models.  While there are some 
large pretrained Static  Word embedding models  like Googles Word2Vec for domain-
specific texts, it is also possible to train own models. The vectors learned can then be 
used to measure syntactic and semantic word similarity [18].

2. Contextualized Embeddings like ELMo, BERT and GPT-3 are pre-trained models that 
compute  embeddings  for  a  sentence  dynamically,  taking the  context  of  a  word into 
account [19]. 

Among others, the embeddings can be applied in similarity searches, for document retrieval and 
entity extraction, as well as for classification or clustering applications.

Contextualized  embeddings  can  be  produced  with  a  “transformer”  architecture,  a  type  of 
artificial neural network that was originally designed for a transformation of sequences into new 
sequences (seq2seq), e. g. for language translation. A specialty of transformers is that they take a 
large sequence (a “context window”) of text into account at once, calculate the relative importance 
of  all  tokens  to  all  other  tokens  (“attention”/”self-attention”)  from  multiple  angles  (“multiple 
attention heads”),  and are trained by predicting omitted or subsequent tokens  [20].  Recent pre-
trained  models  (“generative  pretrained-models",  GPTs)  have  several  billion  to  a  few  trillion 
weight/parameters and are trained with enormous text-corpuses. The GPTs are meant to represent 
foundational models (e. g. OpenAI GPT-3.5, OpenAI GPT-4, Google Bard, Meta Llama/Llama 2 etc.) 
that  can  be  “fine-tuned”  and  applied  for  various  “down-stream tasks”,  like  ChatGPT for  chat. 
Pretrained models can be accessed directly or via Application Programming Interfaces (APIs).

3. Related Work

To fathom the state of the art in applying NLP for the automation of literature review tasks in 
general  and literature scanning in particular,  we conducted a  “traditional”  systematic  literature 
review (according to the recommendations of vom Brocke et al.  [5]). We used the four databases 
AIS library (1.287 hits, 5 relevant), IEEE-Xplore (216 hits, 8 relevant), ACM digital library (205 hits, 8 



relevant) and Web of Science (937 hits, 29 relevant) with the search string “systematic literature 
review” AND (automated OR automation OR “large language model” OR llm OR “natural language 
processing” OR nlp). The resulting pre-selection was deduplicated. After removing papers without 
full text access and following a more detailed screening, this selection was narrowed down to a total 
of 21 relevant papers. The following is an overview of the topics studied in those papers.

While we are focusing on the abstract screening step of the SLR, there are more steps that have 
the potential to be supported by machine learning. Torre-Lopez et al. [21] provided a detailed report 
over those possibilities for the different phases of the SLR. One of them being the possibility of 
supporting the  generation of  the  search string  [22,  23].  Additionally,  there  have been multiple 
studies  conducted  about  the  applied  NLP  techniques,  trends,  and  challenges  [6,  24–28]. 
Furthermore,  there  have  been studies  of  the  automation potential  in  certain  domains  e.  g.  the 
clinical domain [29, 30].

The possibility to use Machine Learning and NLP algorithms to decrease the effort needed for 
conducting a SLR has been studied for some time. Initial work was conducted by Cohen et al. [31] 
using  BoW  representations  of  abstracts  in  combination  with  Machine  Learning.  They  also 
introduced a measurement scale that allows to rank models against each other, namely “work saved 
over  sampling”  (WSS).  It  is  a  weighted  variant  of  the  F-measure 
(2*precision*recall/(precision+recall))  with  a  threshold  of  0.95  for  the  recall  (WSS@95)  [31]. 
WSS@95 is still widely used to benchmark abstract screener models against each other  [32, 33], 
despite of criticism that the ratio of relevant papers in the test-set influences the maximum score 
that can be achieved using this measure [34]. 

Later studies also mainly focused on traditional NLP techniques, esp. based on BoW and TF-IDF 
approaches [6, 35–37]. Due to the mentioned shortcomings of these approaches, they still lack the 
contextual awareness that Transformer based neural networks provide  [19]. Transformers deliver 
results that are more nuanced by being able to understand the semantics of a text  [38]. The only 
study using contextual embeddings that was found by the SLR was conducted by Alchokr et al. [38]
who claimed to have achieved relatively high precision. Yet they were not able to meet the recall 
score of 0.95 for relevant abstracts proposed by Cohen et al. [31]. 

In summary, the research into the application of transformer-generated embeddings is still in its 
infancy with only one relevant source. We build up on these ideas by combining the embeddings 
with a classification model,  namely a Balanced Random Forest,  a GPT-based Vector Embedding 
Model as well as augmenting the initial results with a final classification using a direct application 
of a GPT-based LLM. 

To allow for accessibility and reproducibility [21, 33] we publish our source code on GitHub.2

4. Methodology and Solution Design

For answering our research question, we utilized the design science approach [39–41]. We followed 
the recommendations of Österle at al. [41] who distinguish between the phases of analysis, drafting, 
and evaluation, although our evaluation is so far still of a preliminary nature.

4.1. Design phase – requirements and approach

As for the design, we identified four core requirements that a tool for supporting or automating 
the abstract screening process of an SLR should fulfill. These requirements are:

2 https://github.com/paul-herbst/llm-for-slr



Table 1
Requirements

ID Requirement

R1 Reproducibility
a core aim of a SLR is to produce transparent, reliable, and valid results [5]

R2 Very low percentage of false negatives
not omitting relevant papers is a core concern of a SLR [31]

R3
Low percentage of false positives
the aim of the automation needs to be to reduce the manual work as much as possible, 
therefore avoid false positives

R4
Efficiency 
the solution should apply computing resources in a frugal manner, esp. avoiding the 
application of LLMs in a large-scale manner if that can be avoided

     While standard literature database queries somewhat fulfill R1 and R2, they often generate a high 
percentage of false positives [42]. With regards to our own literature search for this paper, out of a 
total of 2.465 hits, only 50 (2%) were at least partially relevant to our SLR topic (21 after further 
refinement). 

Our search highlights the shortcomings of a keyword-based database query: The database is not 
capable of processing the difference between our intention to find papers about the automation of  
the SLR,  so it returns all the papers that include  a SLR about the topic of automating something. 
Similar issues arise whenever the intended subject of the query is not the actual subject of the paper 
but rather appears in its context, in an example, or in the framing of a different subject or when a 
certain degree of abstraction is intended. Other examples include queries for “analytics and artificial 
intelligence as a research subject rather than a research method”, for the “efficiency of method x in 
general but not only in a specified domain” etc. We deem this as being a typical problem, that 
results from the inability to address semantic context – an issue that also arises with a traditional 
NLP BoW approach. 

We chose to counter this  with an LLM-based approach that incorporates both the language 
context in general as well as our subject namely relevant abstracts. Since a direct query of an LLM is 
prone to hallucinations (see section 1), we developed a prototype that melds the natural language 
understanding capabilities of LLMs with established ML models. More concretely, we chose to apply 
the OpenAI API for the generation of embeddings of the abstracts which we further processed with 
a classifier. Note that the results are not vendor or product specific, as similar features can be used 
in  other  LLMs,  esp.  open-source  ones  like  S-BERT  and  Llama  2.  The  field  is  also  developing 
dynamically with new alternatives that are introduced on an almost monthly basis. 

The embeddings of the abstracts are further classified for relevance using an established ML 
approach that – unlike a direct classification with a current LLM – can be applied with reasonable 
costs and thereby supports RQ4. We decided for a balanced random forest (BRF) [43], as it mitigates 
the imbalance between irrelevant and relevant papers, which is inherent to most literature reviews. 
A BRF works like a Random Forest, apart from its tree-building step in which it under-samples the 
majority class and ensures an equal representation of classes. 

This  approach  is  further  refined  by  feeding  the  classification  results  to  a  LLM  for  a  final 
evaluation. We found that this helped with spotting smaller semantic differences or eliminating 
errors from the training data. In our case, we prompted OpenAI’s GPT-4 model with the instruction 
to classify all abstracts that got unclear classification results from the random forests. This prompt 
is formulated in natural language and enriched with 2-5 examples of abstracts labeled as relevant or 
irrelevant  (“few-shot  learning”).  With this  step we are leveraging the capability of  the LLM to 
understand natural language and use it to classify a given text, based on a defined and specific 
context. 



4.2. Drafting phase – prototype

 
In the following section, we explain our prototype, beginning with a high-level overview (cf. 

Figure 2). This is followed by a more detailed look at each of the components. 
    We implemented a Python-based tool with a command line interface as our prototype (cf. Figure
 1). In a first step we extract the abstracts from several literature databases and feed them into a 
reference management software that is capable of being accessed with an APIs (Zotero). For the 
next step, we compiled a training dataset of abstracts with known results that we used for training 
the  balanced  random  forest  classifier  (training  component).  The  classifier  operates  with  the 
embeddings (vectors) of the abstracts that are generated by the OpenAI-embedding endpoint. The 
model is then employed as a preliminary classification tool for narrowing down an extensive corpus 
of papers retrieved by a full scan of an initial broad search. It filters down the results to only those  
relevant to the subject at hand. Unclear results then undergo the refinement step that leverages 
GPT-4 with a few-shot text classification (refinement component).

Figure 2: Classification process overview

4.3. Training component

The prototype needs several positive and negative examples for training. Since the classification 
conducted later is grounded in this foundational data, careful consideration should be given to the 
selection of these papers. They can for example come from an initial exploratory search or from a 
previous SLR. Our results indicate that about ten relevant and ten irrelevant papers are sufficient to 
achieve a satisfactory result. It should be noted that the irrelevant papers should vary in topic and 
the training examples should include edge-cases. 

For each abstract in the training set, the prototype creates an object consisting of the paper’s 
title, its abstract, and its authors. This object is sent to the OpenAI API to create the text embedding 
which is persisted together with a corresponding relevancy tag. This action can be performed for 
batches of abstracts at once. The prototype also provides the possibility to update the training set 
and to revert changes to the training set to a previous point. After that, a Balanced Random Forest is 
trained using the training vector embeddings. Fig 2 shows an overview of the data preparation 
steps.

Figure 1: Screenshot of the command line interface of the prototype



Figure 3: Overview of training data preparation

4.4. (Trained) classifier component

After training the RBF,  it  can be applied to pre-classify all  abstracts  stored in the reference 
management software. This is achieved by creating vector embeddings for each abstract in the same 
way as for the training data. The BRF is then used to predict the relevancy of the abstracts (it 
calculates a probability that the abstract is in the “relevant paper class”). In our tests, the following 
thresholds delivered reliable results: A relevancy score below 0.6 is classified as ‘irrelevant’ and 
above 0.75 as  “relevant”.  These thresholds are based on our use of  the prototype to provide a 
balanced tradeoff between the avoidance of false negatives and false positives (RQ2 and RQ3). They 
can be changed depending on the specific setting and the required rigor of the SLR.

The initial classification already narrows down the number of hits substantially, but it sometimes 
fails to classify a paper with sufficient certainty, in our case meaning an assigned relevancy value 
between 0.6 and 0.75.

4.5. LLM refinement component

To further refine the search within this uncertain category, we employed GPT-4. The LLM was 
fed with a detailed explanation of the SLR topic, along with four examples of abstracts marked as 
relevant and irrelevant. This additional step helped to further narrow down the search.

The following is an example of the structure of the data provided to the LLM. As we used GPT-4, 
which is trained as a conversational LLM, we were required to provide the information in a chat-
like structure. The prompt we used was “You are a classifier that predicts whether a paper is relevant  
based on a prompt. Only ever answer with 'relevant' or 'not relevant'.” 

This system-prompt is followed by a “simulated”, precomposed conversation between the user 
and the assistant. The user messages are in the format:

PROMPT: Is this a paper about automating or semi-automating the process of a systematic 
literature  review?  Think  carefully  and  read  thoroughly.  If  the  paper  is  not  about  the 
automation potential of SLRs, answer 'not relevant'.
TITLE: the title of the paper
ABSTRACT: the abstract of the paper

For each of these user messages the response of the assistant is either ‘relevant’ or ‘irrelevant’,  
depending on the abstract provided. This is done for two relevant and two irrelevant papers. Figure
 4 depicts the structure of the prompt that is provided to the LLM.



Figure 4: Structure of the few-shot classification prompt

Afterwards the LLM is given the abstracts with uncertain classification results. The outputs of the 
LLM are parsed and converted. Should the output be anything else than ‘relevant’ or ‘irrelevant’, 
the prototype messages the user and asks for a manual classification. Notably, this did not happen 
once during our testing. Although it might sound appealing to use this GPT-4 based approach for all 
papers, it's important to mention that using GPT-4 to classify every abstract in a multi-shot manner 
would be financially prohibitive in many cases (not matching RQ4). Hence, the rationale behind 
merging the two approaches, random forest classification and GPT-4 review, for an efficient and 
cost-effective classification process. Note that these restrictions might become obsolete with future, 
cost efficient LLMs.

After classifying the abstracts,  the user has the possibility to manually make changes to the 
relevancy classification of the models. After that, the classification can be exported, and the user can 
decide if the classification should be added to the training set of the Random Forest Classifier.

4.6. Evaluation phase

In our preliminary evaluation, we scrutinized the solution with respect to our four requirements.
RQ1: Reproducibility.  A cornerstone of the SLR is the ability of other researchers to validate 

the findings (RQ1). While LLMs themselves might be a black box and are not inherently explainable, 
our prototype was developed with reproducibility in mind and allows the exact reproduction of the 
conducted SLR given the following prerequisites are met:

1. The papers that are analyzed by the prototype must be the same.
2. The papers to train the random forest must be the same.
3. The object that is transformed to a vector needs to be in the same format.
4. The vector produced for each object must be the same as in the original SLR.
5. The “seed” (initialization of the randomization) for the Random Forest must be the same.
6. The system-prompt for the LLM must be the same.
7. The few-shot examples for the LLM must be the same.
8. The  hyperparameter  “temperature”  of  the  LLM  must  be  set  to  zero  to  produce 

deterministic responses.

     This incurs that in a publication of the results of a SLR conducted with this solution, the inputs 
for the points above are ideally published alongside the results. To facilitate this, our prototype 
creates  a  ‘receipt’  file  that  documents  these  parameters  and  can  be  used  to  reproduce  the 
classification.  This  document  could  be  added  to  the  paper  or  uploaded  to  some  repository  to 
decrease friction for researchers wanting to reproduce the SLR.

RQ2-RQ4: False positives and false negatives and efficiency. Three researchers applied the 
prototype in two literature research projects. The average got false positive rates of around 0.5 with 



minimal false negative rates. It needs to be noted that we were able to reduce the person hours 
necessary for the literature screening by a factor between 6 and 10.     

5. Discussion

In this paper we present a novel approach of leveraging Transformer-Based LLMs to substantially 
decrease the manual workload of abstract screening during SLRs, while avoiding missing relevant 
literature (false negatives). This is accomplished by chaining two different classification steps, in 
form of a Random Forest Classifier to classify contextualized embeddings of the abstracts and GPT-4 
in a multi-shot classification form. 

Despite all benefits, our approach also comes with some drawbacks. Mainly, the researcher must 
give away control to a black box. This can also make the SLR less transparent for other researchers. 
Still, it must be considered, that the existing approach for SLR is not without flaws either. 

Our testing showed that LLMs are not yet capable to automate SLR in a “zero-shot” fashion, i. e. 
just asking for relevant papers for some research topic. However, in our case a 4-example few-shot 
learning approach already led to satisfactory results when providing an abstract to classify.

As following research steps, we particularly want to address a more rigorous evaluation. We 
conceive an experiment-based setting in which this LLM-based solution is systematically compared 
with a manual screening, a keyword-based approach, and a BoW approach.

It  needs to be highlighted that the LLM field is  continually developing,  and it  is  prudent to 
assume that within the foreseeable future, they can support or even automate more steps of an SLR, 
from the support of the conceptualization of the literature review to the proposition of a research 
agenda.
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