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Abstract
The Blue Brain Project, a Swiss neuroscience research initiative, has pioneered a data-driven approach to
digitally building and simulating biologically detailed models of the mouse brain as a complementary
approach to understanding the brain alongside experimental, theoretical and clinical neuroscience.
One of the key steps of this approach involves acquiring, organizing, and integrating heterogeneous
data describing the structural and functional organization of the brain at various levels, ranging from
synapses and subcellular components to individual neurons, circuits, and entire brain regions. The data
is acquired from many sources including neuroscience experiments, published scientific papers, and
brain databases. To address many of the data organization, reuse, sparsity, and publishing challenges
that arise alongside this approach, Blue Brain built an RDF-based large-scale knowledge graph bringing
together RDFS/OWL ontologies, SHACL schemas, JSON-LD, as well as ontology-, rule-, and graph-based
inference to complement classical neuroinformatics tools and methods. In this paper, we present how
such a knowledge graph is built and used by the project’s domain teams to go beyond high-quality and
FAIR metadata cataloging. We describe how the knowledge graph serves a multifaceted role: it addresses
the diversity, evolution, and quality assessment of data at the whole brain scale, while concurrently
tracking data provenance to facilitate reproducibility and precise attribution. Additionally, it facilitates
diverse use cases, including the inference of missing data through knowledge-graph-based methods.

1. Introduction

Blue Brain Project (BBP) has pioneered the new field of Simulation Neuroscience using a data-
driven and supercomputer-based approach to build and simulate biologically detailed brain
tissue models 1. The approach often involves the steps illustrated in high level terms in Figure 1.
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Figure 1: Blue Brain overall Data-driven approach to building and simulating brain tissue models.
Source: https://www.epfl.ch/research/domains/bluebrain/research-2/.

In this iterative, data-driven modeling approach, each step informs and refines the subsequent
one, giving rise to a set of challenges concerning the storage, accessibility, and reusability
of data and models. These challenges manifest as data is acquired, generated, or published
both internally for users and to a wider scientific audience. For instance, during the data
organization step, the discovery, acquisition, preparation, and release of multi-scale, multi-
modal, and heterogeneous data are essential for enabling access and facilitating reuse in model
development. Furthermore, tracking data and models provenance is key during the model
validation step to select validation data different from the one used during model building but
also during model publication to support reproducibility and for contribution attribution and
quality assessment.

2. Knowledge graph as an approach for organizing neuroscience
data

The heterogeneity challenge comes often from data of different sizes, formats, generation con-
texts and sources. For example, to build single neuron model at a given brain region location
(e.g somatosensory cortex, hippocampus, thalamus), a neuroscientist modeler would often
need to get neuron morphologies (i.e. reconstructed neuron 3d shape) and electrophysiological
recordings (i.e measured electrical behaviour) from which to extract features. While many



neuroscience databases collect and enable the modeler to search and download neuron mor-
phologies (e.g. NeuroMorpho.org, Mouselight) or neuron electrophysiological recordings (e.g.
Allen Cell type DB), they greatly vary in term of (meta)data formats and on accounting on the
data generation contexts.

These challenges are not specific to simulation neuroscience and are summarized in the FAIR
(Findable, Accessible, Interoperable, Reusable) guiding principles for scientific data manage-
ment2. Addressing these challenges is a clear target and use case for Semantic Web technolo-
gies[1]. BBP built a knowledge graph, the Blue Brain Nexus [2], by leveraging semantic web
technologies and deploying it as an ecosystem or platform, to support building and simulat-
ing brain tissue models[3]. Nexus provides a complement to classical neuroinformatics for
organizing neuroscience data. Furthermore, Nexus is domain agnostic and can be used in any
data-driven field as a knowledge graph technology stack.

2.1. Building the knowledge graph from different data sources

At Blue Brain, building a knowledge graph from difference sources can be summarized in three
main steps: i) define, in the form of W3C SHACL 3 and ontologies, the schemas and formats of
the targeted neuroscience entities’ types, their metadata referring to the key scientific, technical
activities, protocols, and agents involved in their generation; ii) define simple declarative JSON-
based transformation or mapping rules to map source data to targeted schemas; and iii) apply
the mappings to the data from a given source and register the results in the knowledge graph.
These mappings4 are used with Nexus Forge5, a Python framework for building knowledge
graphs.
In order to exemplify the complexity of the data integration process, figure 2 shows two

schematic diagrams of two very different generation contexts of the same type of neuroscience
data: a neuron morphology.

2.2. Knowledge graph schema

In Blue Brain, many SHACL shapes and ontologies 6 have been developed as the knowledge
graph schema, extending existing standards such as schema.org and W3C PROV-O. The shapes
and ontologies cover entities from the subcellular level to the whole brain such as neuron mor-
phologies, electrophysiological recordings, ion channel recordings, parameters from literature,
brain atlases, cell composition of the brain, brain regions, cell types, species, etc. The W3C
RDF format is leveraged, specifically its developer-friendly JSON-LD serialization, which eases
federated access and discoverability of distributed neuroscience (meta)data over the web.

2https://doi.org/10.1038/sdata.2016.18
3https://www.w3.org/TR/shacl/
4https://github.com/BlueBrain/bbp-ontologies/tree/master/mappings
5https://nexus-forge.readthedocs.io/en/latest/interaction.html#mapping
6https://github.com/BlueBrain/bbp-ontologies



Figure 2: NeuronMorphology, the same neuroscience data type but different data sources and generation
contexts: A) In Vitro Slice Reconstructed NeuronMorphology from Allen Cell type DB, Neuromorpho.org;
B) Whole Brain Reconstructed Neuron Morphology from Mouselight

2.3. Publishing neuroscience data on the web

The organized, linked and curated data can be shared both internally and externally as web
portals dynamically built from SPARQL and ElasticSearch queries sourced from the knowledge
graph. The same data is also published as programmatically accessible knowledge graphs. An
example is the Thalamoreticular Microcircuitry web portal 7 allowing users to browse, visualize,
query and download the experimental data (e.g. 3D neuron morphologies, electrophysiological
recordings, and interactive visualizations) used to build digital reconstructions (e.g. single cell
model and microcircuit reconstruction) as well as network simulations.

2.4. Inference as a tool for neuroscience data generalization

One of the main challenges in simulation neuroscience is the sparsity of the data. For instance,
certain brain regions have received very little attention by experimentalists and therefore very
few neuronal morphologies and electrophysiological recordings appear in the literature for
these areas. In this situation, scientists may want to find and adapt the same types of data
but from a different but “similar” brain regions, cell types or species (e.g. borrow or adapt

7https://bbp.epfl.ch/portals/thalamoreticular



rat data for building mouse models). These type of data generalizations can be expressed in
the form of knowledge graph-based inference rules. Three main strategies are followed: 1)
classical ontology-based generalization (e.g. a parent brain region can be considered similar to
its descendants); 2) knowledge graph embeddings obtained using metadata and graph structures
(eg. embeddings of neuron morphologies are built from their neighbours in the graph using
techniques such as RDF2VEC [4]); and 3) similarity embeddings generated from entity features
(eg. an embedding vector is built for each neuron morphology by vectorizing its 3D shape using
topological techniques [5]).

3. Conclusion

In this work, a complex use-case for semantic web technologies has been presented in the context
of the emerging field of simulation neuroscience. This particular domain poses a formidable
challenge due to the heterogeneous nature of data sources, the data sparsity, and the dynamic
nature of terminology and conceptual models.
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