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Abstract
In the evolving field of Artificial Intelligence (AI), research is transitioning from focusing on individual
autonomous agents to exploring the dynamics of agent teams. This shift entails moving from agents
with uniform capabilities (homogeneous) to those exhibiting diverse skills and functions (heterogeneous).
At this phase, research on mixed human-AI teams is the natural extension of this evolution, promising
to extend the application of AI beyond its traditional, highly controlled environments. However, this
advancement introduces new challenges to the learning system, such as trustworthiness and explainability.
These qualities are critical in ensuring effective collaboration and decision-making in mixed teams, where
mutual cooperation and decentralized control are fundamental. Reinforcement Learning emerges as a
flexible learning framework that well adapts to semi-structured environments and interactions, such as
those under consideration in this work.

This paper aims to contribute to bridging the gap between Multi-Agent Reinforcement Learning
(MARL) and other disciplines that focus on human presence in teams or examine human-AI interactions
in depth. We explore how MARL frameworks can be adapted to human-AI teams, highlight some of
the necessary modeling choices, discuss key modeling decisions, and highlight the primary challenges
and constraints. Our goal is to establish a unified framework for mixed-learning teams, encouraging
cross-disciplinary contributions to refine MARL for complex settings.
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1. Introduction

In today’s rapidly advancing technological landscape, the integration of AI into our daily
lives is becoming increasingly prevalent. As AI applications become more human-centric,
the collaboration between humans and AI agents also grow significantly. In collaborative
interactions, establishing trust between humans and their AI counterparts is crucial. However,
the concept of trust is often not defined in an unambiguous way. Shahrdar et al. [1] highlights the
existence of over 300 definitions across various research fields, including notions ofmeasurement,
computational models, and human-inspired models.

Trust in human-AI teams has often been evaluated through subjective means, typically via
surveys completed by humans post-interaction with AI [2, 3, 4]. While these evaluations capture
the subjective nature of trust, rooted in human emotions, beliefs, and experiences, they overlook
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the objective and measurable components essential to integrating trust in AI systems. To address
this gap, our focus shifts to the explicit computation of these objective quantities. Nevertheless,
developing a universal metric for trust in human-AI teams presents significant challenges. Trust
inherently depends on multiple factors, including the nature of the autonomous agents, their
capabilities, prior expectations of the human teamates, and the current task.

In this paper, we explore trust within the context of a Multi-Agent Reinforcement Learning
(MARL). Here, a group of learning agents, both artificial and human, perform different actions at
the same time to achieve a common goal. This framework, widely recognized in the Reinforce-
ment Learning community, lays the groundwork for our research. We establish fundamental
concepts and terminology to advance the study of trust in mixed learning systems. Additionally,
we highlight how specific measures of trust could be defined and assessed within such MARL
environments.

2. Multi-Agent Reinforcement learning

In this section, we introduce the basic language that allows to model learning systems with
multiple agents. This background knowledge is a prerequisite for the extension for mixed
Human-AI teams that we propose in section 3.3. A Markov Game (MG) [5] is a mathematical
framework used for modeling multi-agent problems. Formally, a Markov Game is defined as a
tuple ⟨𝑁 , 𝒮 ,𝒜 , 𝑇 , 𝑅, 𝛾 ⟩, where 𝑁 is the number of players (agents), 𝒮 is the set of environment
states, shared by all agents, 𝒜 is the set of joint actions 𝒜 = 𝒜1 ×⋯ ×𝒜𝑁, where 𝒜𝑖 is the set of
actions available to the 𝑖-th agent, 𝑇 ∶ 𝒮 × 𝒜 → Δ(𝒮 )1 is the transition function returning the
probability of the transition from a state to another under the joint action 𝑎, and 𝑅 ∶ 𝒮 ×𝒜 → ℛ
is the common reward function of all agents. Finally, 𝛾 is the discount factor, which is a parameter
that quantifies the importance of future rewards compared to immediate rewards. Intuitively,
this model defines a joint team state, evolving in a probabilistic way under the joint action of
all agents. The team performance is measured via the shared reward function 𝑅.

Decentralization and Partial Observability MGs are limited in assuming a fully observable
and centralized decision-making environment. However, most real-world scenarios do not
satisfy this restrictive assumption, since each autonomous agent must decide its own action
independently, given the partial information that is available. To address these constraints, we
consider Decentralized Partially Observable Markov Decision Processes (Dec-POMDPs) [6]. A
Dec-POMDP is defined as a tuple ⟨𝑁 , 𝒮 ,𝒜 , 𝑇 , 𝑅, Ω, 𝑂, 𝛾 ⟩, where 𝑁 is the number of agents; Ω is
the set of joint observations Ω = Ω1 ×Ω2 ×…Ω𝑁, with Ω𝑖 being the observation space for the 𝑖-th
agent; 𝑂 ∶ 𝒮 → Ω is the joint observation function; and 𝒮 ,𝒜 , 𝑇 , 𝑅, 𝛾 are defined as in MGs. The
key distinction of Dec-POMDPs lies in their accommodation of decentralized decision-making
and partial observability. Each agent in a Dec-POMDP operates with its own perspective, limited
by individual observation spaces. This feature makes Dec-POMDPs particularly well-suited for
modeling the interactions of mixed human-AI team interactions.

1Δ(𝒳) represents a probability distribution over a set of possible values 𝒳.



Figure 1: On the left, the Guided Learning Scenario depicts humans teaching AI agents, highlighting a
unidirectional knowledge flow. On the right, the Collaborative Learning Scenario shows bidirectional
learning between humans and AI, emphasizing mutual adaptation.

Solutions in Dec-POMDP Environments The goal of Reinforcement Learning algorithms is
to learn a function, called policy, 𝜋 ∶ 𝒮 → 𝒜, mapping states over next actions, that maximizes
the expected sum of discounted rewards. The discounted sum of rewards, starting from a time
step 𝑡 is given by the sum:

𝐺𝑡 =
𝑇
∑
𝑘=𝑡

𝛾 𝑘 𝑅(𝑠𝑘, 𝑎𝑘)

where 0 ≤ 𝛾 < 1 is the discounted factor. In the specific case of Dec-POMDPs, policies are
agent-specific functions that map local observations to available actions. So, the solution of a
Dec-POMDP is more properly represented as a set of 𝑁 policies 𝜋1, … , 𝜋𝑁, where each policy
is a function 𝜋𝑖 ∶ Ω𝑖 → 𝒜𝑖. Jointly, these agents’ policies should maximize the joint expected
cumulative reward 𝐺0.

3. Mixed Human-AI teams

In the context of human-AI teams, there are two main scenarios, illustrated in figure 1. In
the first case, AI agents learn and adapt based on human instructions; the relationship is
predominantly unidirectional: humans teach, and AI learns. We refer to this model as the
Guided Learning Scenario (GLS). In contrast, the second scenario involves both humans and
AI as joint learners. This collaborative approach supports a bi-directional learning process,
where both parties contribute to and learn from each other. In this scenario, trust is built on the
synergy and mutual adaptation between human and AI capabilities, with each influencing the
other’s learning curve. This is the Collaborative Learning Scenario (CLS).



3.1. Guided Learning Scenario

A review of existing literature on mixed human-AI teams within the RL framework reveals a
predominant focus on scenarios where humans act as teachers. In many of these approaches,
the human feedback is exactly the reward function 𝑅, supplied to the AI agent. In particular, Li
et al. [7] presents an extensive survey on human-centered reinforcement learning, identifying
three primary approaches: interactive shaping, learning from categorical feedback, and learning
from policy feedback. In the interactive shaping approach, human observers provide feedback
in the form of a shaped reward. For example, Li et al. [7] references “clicker training”, initially
used for animals, where a clicker sound coupled with food (acting as rewards) shape the
animal’s behavior. This method was adapted for AI training by Jr. et al. [8] pioneering its use
by training an AI agent using reward and punishment in a virtual chat room environment.
Contrastingly, learning from categorical feedback utilizes categories like positive or negative
rewards and punishments [9]. This approach simplifies the feedback mechanism by categorizing
it into more intuitive and discrete forms. Lastly, learning from policy feedback involves humans
directly suggesting the optimal action [10]. Unlike the previous methods, where feedback
influences learning indirectly, this approach provides explicit guidance on the actions to be
taken, simplifying the decision-making process for the AI. This approach later evolves into
techniques to infer the human motivation behind their actions, a concept central to Inverse
Reinforcement Learning (IRL). Introduced by Ng and Russell [11], IRL focuses on deducing the
reward function guiding observed behavior. This shift from traditional RL, which centers on
maximizing predefined rewards, to understanding underlying motivations in IRL, has led to
significant advancements. One notable application is Apprenticeship Learning [12], where AI
learns complex tasks like driving not by explicit instructions, but by inferring rewards from
human behavior. This approach has been further developed in studies on imitation learning
[13] and Theory of Mind [14, 15] for AI, underscoring the importance of understanding human
intentions and behaviors in mixed human-AI interactions.

3.2. Collaborative Learning Scenario

In the approaches listed in the previous section, humans remain external to the MARL system,
as they are not participating to the learning process, but they merely act as teachers, guiding the
AI agents. A different approach involves humans as active participants in the learning process
alongside AI agents. This perspective shifts the focus to a more integrated and cooperative
framework. Here, the MARL setting becomes highly heterogeneous, comprising a mix of human
and artificial agents who collaborate and learn together to achieve a shared objective.

Within this collaborative learning context, Cooperative Inverse Reinforcement Learning
(CIRL) offers significant insights [16]. In CIRL, both human and AI agents work together to
optimize a shared reward function, initially known only to the human. This collaborative
approach differs from traditional IRL setups, which typically view humans as isolated optimizers
of their own rewards. Optimal CIRL solutions encourage cooperative behaviors like active
teaching, learning, and communication from both sides, advancing a stronger alignment of
objectives and trust between humans and AI agents. While CIRL has been well-established in
theory, its practical applications are still evolving. Research in this area includes experiments



where AI agents learn language-driven objectives and adapt to feedback in a manner reminiscent
of human learning [17, 18, 19, 20]. However, a notable gap remains in the direct application
of these concepts with human participants in non-linguistic contexts. Addressing this gap is
crucial not only for enhancing the collaborative learning scenario but also for modeling the
trust dynamics within human-AI teams.

3.3. Decentralized RL in human-AI teams

In this section, we extend Dec-POMDPs to human-AI teams. Dec-POMDPs are one of the most
commonly used models in multi-agent RL research, and successful integration of this model for
mixed teams would be a major step towards the development of a joint learning MARL system.
In fact, all participating agents, being either human or autonomous, need to be represented.
However, humans are very different from autonomous AI agents, and they may not be simply
incorporated into the same setting without modifications. For this reason, we formalize an
interaction model that separates humans from AI agents. This allows us to consider a distinct
set of actions, states and observations that is specific to each group. To this end, we define the
Human-AI Decision process (HADP), as an extension of the classic Dec-POMDP, in which the
components that are relative to the human and the AI agents are separated. A HADP is a tuple
⟨Θ𝐻, Θ𝐴, 𝑇 , 𝑅, 𝑂, 𝛾 , [𝐶], [𝑏]⟩. Here, Θ𝐻 = ⟨𝑁𝐻, 𝒮𝐻, 𝒜𝐻, Ωℎ𝑖⟩ represents the elements associated
with the human agents (𝐻), and Θ𝐴 = ⟨𝑁𝐴, 𝒮𝐴, 𝒜𝐴, Ω𝐴⟩ denotes the ones of artificial agents (𝐴).
These represent the state space, the available actions and the observations that are available
to the AI agents and the humans. The total number of agents participating in the team is
𝑁 = 𝑁𝐻 + 𝑁𝐴. The parameter 𝛾 is the discounting, as for Dec-POMDPs. Finally, the variables
between square brackets 𝐶 and 𝑏 respectively define the communication capabilities and the
belief function, specific to each agent. The square bracket suggests that these components
are optional. The main distinction between the components in Θ𝐻 and Θ𝐴 is that, while
most AI-related elements can be known through direct estimation, the humans’ states 𝒮𝐻 and
observations Ω𝐻 may not be modeled with the same simplicity. This motivates our choice to
separateΩ𝐻 andΩ𝐴, since the observation functions in a human-AI team can not be merged into
a single, joint observation function since humans have no access to the internals of other humans
and of the artificial agents. For this reason, it is necessary to either use a shared communication
channel 𝐶, in order to create a link between AI and human agents, or to approximate their
internal state/belief via 𝑏𝐴, by observing their behavior. Related to communications, there are
multiple studies that highlight how structured communication can build trust within teams
[21, 22, 23], and with the recent progresses of Large Language Model such as ChatGPT [24],
Claude [25], and Bard [26], it should be easier to integrate high level communication inside a
reinforcement learning scenario.

Related to the belief approximation, there are studies following the Theory of Mind (ToM)
principles2 in which agents learn to synthesize and to use a representation of some key features
of other agents’ state [27, 28].

2Theory of Mind refers to the ability to understand and interpret others’ mental states, such as beliefs, desires, and
intentions.



4. Trust in Mixed Human-AI teams

After defining the HADP model, this section presents our second contribution, which is to
highlight the main components that will necessary appear in any trust metric. We begin by
exploring the key variables needed to define a formal trust function within mixed Human-AI
teams in Reinforcement Learning scenarios. Trust is a multifaceted concept, influenced by a
multitude of factors, making it challenging to distill into a simple, explicit formula. Recognizing
the intricate nature of trust, we observe the relevant body of literature with the purpose to
contribute to the indentification of some quantifiable components. We start by acknowledging
that Trust is a concept strictly correlated to the specific application domain. In order to model
Trust in the context of Reinforcement Learning, we should make use of the variables that are
available in the RL framework. The one described in section 2 is not the only available. Different
RL techniques modify the original framework to account for additional variables related, for
example, to communication [29], and to an approximation of other agents’ mental state [30],
often referred to as belief. Similar to [31], we believe that there are three elements that should
be considered when defining a Trust function: a trustor X, which is an agent that is currently
evaluating the trust; a trustee Y, which is an agent or a group of agents that are able through their
behavior to build, maintain and improve trust, and a task Γ used to evaluate the performance of
the trustee. Trust should also be a dynamic function, since the components that influence it,
such as the agents, the environment, and even the mental state of agents, are typically dynamic.
Following the definition from [32], trust is also strictly related to the concept of risk, and the
trustor should be willing to put itself in a vulnerable position with respect to the actions of the
trustee. In the context of Reinforcement Learning, this could be implemented through the use
of individual reward functions, one for each trustor, that are conditioned on the actions of the
trustee. Given these considerations and the model introduced in section 3.3, a trust function for
an AI agent in a mixed human-AI RL framework should have the following general stucture

𝑇 𝑟𝑢𝑠𝑡(𝑋 |𝑌 , Γ) = 𝑓 (𝑜𝑋, 𝑎𝑌, 𝑟 , [𝑏𝑋→𝑌], [𝑐𝑋→𝑌], [𝑐𝑌→𝑋])

where 𝑜𝑋 is the observation of the trustor, 𝑎𝑌 is the action of the trustee, 𝑟 is the immediate
reward, 𝑏𝑋→𝑌 is the current belief that the trustor currently has with respect to the trustee, and
𝑐𝑋→𝑌 and 𝑐𝑌→𝑋 are optional variables that indicate respectively the communication from the
trustor to the trustee, and viceversa. We argue that these components are necessary for an
effective estimation of trust in a Dec-POMDP. However, further components might be required
to account for the peculiarities of the specific environment and task.

5. Conclusions and Future Work

In this paper, we explored Reinforcement Learning in mixed Human-AI teams. In Section
3.3, we proposed a model that accounts for the necessary differences between humans and
autonomous agents. We did so, by separating the treatment of the two, and allowing for
additional communication or belief construction capabilities. Then, in Section 4, we focus to the
problem of definiting objective measures of trust in mixed human-AI learning teams. Instead
of defining a specific measure, which would be necessarily domain-specific, we identify the



essential component of a flexible trust function. This would necessarily be instantiated in each
application with specific modelling choices.

This work is motivated by the growing importance of human-AI collaboration in society.
As these interactions become more prevalent, defining and measuring trust in mixed systems
becomes increasingly important. Future work should aim to further refine trust definitions into
formal mathematical models, leading to a more comprehensive understanding of trust in the
context of complex human-AI interactions.
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