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Abstract
This paper describes a machine learning system designed to identify sensitive data within Italian text
documents, aligning with the definitions and regulations outlined in the General Data Protection Regula-
tion (GDPR). To overcome the lack of suitable training datasets, which would require the disclosure of
sensitive data from real users, the proposed system exploits a Large Language Model (LLM) to generate
synthetic documents that can be used to train supervised classifiers to detect the target sensitive data.
We show that “artificial” sensitive data can be generated using both proprietary or open source LLMs,
demonstrating that the proposed approach can be implemented either using external services or by
relying on locally runnable models. We focus on the detection of six key domains of sensitive data,
by training supervised classifiers based on the BERT Transformer architecture adapted to carry out
text classification and Named-Entity Recognition (NER) tasks. We evaluate the performance of the
system using fine-grained metrics, and show that the NER model can achieve a remarkable detection
performance (over 90% F1 score), thus confirming the quality of the synthetic datasets generated with
both proprietary and open source LLMs. The dataset we generated using the open source model is made
publicly available for download.
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1. Introduction

In today’s digital era safeguarding personal data has become a priority, especially with the
advent of the GDPR [1]. For digital archives, it’s essential to identify documents containing
sensitive data, ensuring compliance and effective information management. The GDPR details
two main categories of personal data: the first one includes information that can directly lead to
the identification of an individual, while the second one includes a broader range of expressions
that disclose sensitive aspects of a person’s life. This second category is the focus of the present
work and will be referred to as sensitive data. In particular, we deal with six key categories
of sensitive data: (i) Health: Physical and mental well-being of individuals, with details
regarding existing diagnoses, medical conditions, and disabilities; (ii) Political: Individual’s
political beliefs, their political orientation, specific party affiliation, as well as membership in
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work unions or similar organizations; (iii) Sexuality: Individual’s sexual orientation, habits,
and gender identity; (iv) Judicial: Legal matters, such as offenses, crimes, charges, pending
criminal proceedings, accusations, and trial proceedings involving an individual; (v)Philosophy:
Individual’s philosophical and religious beliefs and affiliations; (vi) Ethnic: Individual’s ethnic
origin and heritage.

The present article describes an original approach to implement a system based on machine
learning classifiers to automatically detect sensitive data in text documents. The proposed
method relies on Large Language Models (LLMs) to generate synthetic documents with “artifi-
cial” sensitive data, which can then be used to train Transformer-based text classifiers [2]. Our
empirical investigations show that a neural model based on the Bidirectional Encoder Represen-
tations from Transformers (BERT) [3] architecture adapted for Named Entity Recognition (NER)
achieves the best detection performance, both when trained using data generated by proprietary
LLMs like GPT-4 [4], but also when the synthetic data is generated using open source LLMs
such as OpenLLaMa [5]. The dataset generated using the open source LLM is made publicly
available for download to promote further research on this domain.

The paper is structured as follows: Section 2 presents the current state of research on sensitive
data detection, Section 3 details the process of automated generation and labeling of synthetic
corpora, and our method based on BERT. Section 4 reports the experimental results and Section
5 discusses some limitations of our method and possible directions for future research.

2. Related Work

While the problem of detecting Personally Identifiable Information (PII) has been extensively
studied in both academic and industrial settings [6], the task of identifying sensitive data has
been much less explored [7].

2.1. Training corpora with sensitive data

The nature of this topic makes it difficult to find real-world documents containing sensitive
data, since organizations are generally unwilling to grant access to private documents due to
concerns regarding proper data handling protocols [8, 9, 10]. This is especially true in the Italian
scenario, which is the specific focus of our inquiry, where research on sensitive data detection
is primarily based on manually curated datasets that are not released for public use [11].

Some publicly available datasets involve classifying emails from the Enron corpus [12],
detecting privacy leaks in Tweets [13] and health-related information [14]. One approach,
employed by Petrolini et al. [15], involves extracting conversations from specific subsections
of the Reddit forum that deal with sensitive topics. Although collecting datasets from scraped
tweets or Reddit messages is a cost-effective way to obtain sensitive data, their lack of diversity
may hinder their effectiveness in training models for various types of documents. Gambarelli et
al. [16] manually curated two datasets containing various categories of sensitive data. Such
corpora are undoubtedly of higher quality, but are also more expensive to build due to the need
for manual labeling, often requiring the involvement of domain experts.



2.2. Machine learning models

A variety of machine learning models and deep learning architectures have been employed to
perform Natural Language Processing (NLP) tasks, such as text classification and NER. Various
architectures are involved in the domain of PII and sensitive data detection, from Convolutional
Neural Networks (CNN) [17] to Transformer-based models like BERT [14]. In Karl and Scherp
[18] a comparative investigation is carried out to evaluate the performance of various methods
in the domain of short text classification, highlighting Transformer-based models as the best
performing in terms of accuracy and speed. The BERT model is used also by Petrolini et al.
[15] and Gambarelli et al. [16]. The first work proposes a method that relies on identifying a
“sensitive topic” and a PII that can be linked to it. However, personal data is often mentioned
separately from the related sensitive topic or may not be actually related to it. Our approach
aims to make detection more robust by feeding the entire document to the classifier: this enables
the model to consider the complete context and develop an understanding of the relationship
between the person and its sensitive data disclosure. The second work instead introduces a
multi-step inference pipeline in which a first prediction is done to distinguish between sensitive
and non sensitive sentences, and then a finer inference is done to classify the category of the
sensitive sentence. Our approach uses a single BERT model for prediction that discriminates
between the six sensitive categories and a non sensitive one, thus speeding up the process of
inference and decreasing the memory load.

3. Methods

Our proposal involves leveraging the generation capabilities of recent LLM architectures to
generate documents and perform automatic labeling, reducing the data acquisition costs.

3.1. Document generation and data labeling

The procedure we propose for creating synthetic training data involves two distinct phases:
document generation, which consists in the creation of documents of specific types, and span
labeling, which requires to explicitly detect and categorize the sensitive data spans within the
generated documents. We use the term span to denote a segment of text, varying in size, that is
of particular interest—specifically, one that reveals sensitive information. In our experiments,
we used two families of LLMs: BingAI, a chat interface integrated into Microsoft browser
which is powered by GPT-4 [4]; and OpenLLaMa [5], an open and commercially permissive
reimplementation of LLaMa1.

For document generation, we defined a list of document types (e.g., clinical records, medical
prescriptions, criminal records, etc.) that might contain sensitive data belonging to one of
the six categories mentioned in Section 1. An automated script was devised to prompt the
LLMs to generate such documents containing sensitive data. The template of the prompt
looks like this: "Puoi generare un documento di finzione ma realistico riguardante NAME del tipo
“DOCUMENT_TITLE”, che includa informazioni riguardo SENSITIVE_ INFO di NAME?". This
procedure was similar between BingAI and OpenLLaMA, but for the latter model a custom

1https://github.com/facebookresearch/llama/blob/main/LICENSE (Last visited: June 2023)
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system prompt was instantiated, asking it to act as a document generator: this trick belongs to
a set of techniques that consists on carefully crafting prompts that have been shown to improve
the quality of text generation [19].

The span labeling phase has been approached in two distinct ways. For the BingAI model, a
prompt was built based on the type of sensitive data the document is supposed to contain: the
prompt asks to generate the document provided as input, but with the sensitive information
spans “censored” or concealed with a specific tag. To guide the model in detecting specific
types of sensitive information, the prompt is automatically constructed based on the known
sensitive category data associated with the given document. This approach has been found to
be more effective than simply asking to return the sensitive spans themselves. Similar to the
prompt used for document generation, the labeling prompt also follows a structured format with
specific variable words that are filled based on the document type and the associated sensitive
information: "Puoi censurare tutte e sole le porzioni di frasi che contengono informazioni o possono
ricondursi a SENSITIVE_ INFO di NAME? Fornisci il documento con sole frasi che non hanno niente
a che fare con SENSITIVE_ INFO di NAME. Leggendo il documento non devo essere in grado di
ricostruire alcun’informazione relativa a SENSITIVE_ INFO di NAME. Usa l’etichetta [LABEL] per
sostituire le porzioni di frase che contengono informazioni relative a SENSITIVE_ INFO di NAME."

The OpenLLaMa model, being a much smaller (13 billions parameters) and less capable model,
required a few shot learning approach to get the best results. A predefined set of sentences, each
with corresponding labels, is incorporated into the prompt tailored on the type of sensitive data
to be labeled. Subsequently, the document to be labeled is tokenized into sentences, maintaining
a consistent format with the provided examples. This approach proves effective in guiding the
model to both comprehend the nuances of sensitive data and to adhere to a programmatically
exploitable format for document labeling.

Supplementary documents, consisting of paragraphs extracted from Wikipedia and covering
specific categories related to sensitive data, were also included in the dataset. The addition
of text addressing sensitive topics, without disclosing sensitive information about individuals
(e.g., general articles about politics, illnesses, etc.) was aimed to enhance the robustness of the
models. In particular, this strategy helps preventing models from incorrectly associating the
vocabulary of sensitive topics with the actual disclosure of sensitive information.

As a comparison, our dataset generated by OpenLLaMa comprises 26’821 data points if split
at a sentence level, largely exceeding the dataset proposed by Gambarelli et al. [16], which
contains 5’562 sentences in its fine-grained version. In particular, our open dataset features
370 documents related to the categories health and sexuality, 191 judicial, 96 political, 132
philosophical, 134 ethnic, 638 non sensitive and 490 of mixed categories, for a total of 2051
documents. The dataset is freely available for download along with a detailed description of its
structure2.

3.2. Sensitive data detection

We tested three different classification models, each based on a different variation of the
basic BERT architecture. Due to the imbalanced distribution in the training data, where over

2https://github.com/SimoDR/sensitive-data-detection
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70% of tokens correspond to non-sensitive spans, we employed a weighted softmax loss for
all classification models. This approach assigns higher weights to the sensitive data class,
mitigating the bias inherent in favor of the majority class, as discussed in [20]. To evaluate the
models, a test set composed of 50 documents generated with BingAI was created. Notably, the
test dataset was built to include also document types that were non present in the training set
to further test the robustness of sensitive data detection models.

The results were evaluated in terms of precision, recall and F1 scores on the categories of
sensitive data in the task of span detection. The evaluation metrics are based on Segura-Bedmar
et al. [21] methodologies for NER evaluation and individual tokens serve as the unit for counting
True Positives, False Negatives, and False Positives. We also tested the BingAI model as a zero
shot detection model, i.e., we prompted it asking to perform NER on a document, without any
other form of example.

3.2.1. Sentence Classification (SC)

We used BERT as a text classifier, where each sentence is classified into one of six sensitive
categories plus a non-sensitive one. This corresponds to a multi-class text classification task,
where each sentence serves as a distinct data point in the dataset. As discussed in Section 2,
determining whether a sentence is sensitive or not is also dependent on the context in which
the sentence is embedded.

3.2.2. Sentence Classification with Context (SCC)

To address the limitations of the SC model, in this version we included contextual information
from the surrounding text along with each sentence to improve the classification task. Therefore,
as input to this model we used two chunks of text: the one to be classified and the surrounding
text, forming the context. They are separated by the special token [SEP], here used to help BERT
consider the difference between the two chunks. Notably, the chunks are of fixed length, thereby
obviating the need for sentence tokenization. The context also adheres to a predetermined
length, ensuring consistency across the training examples. To generate the training examples
for the SCC model, a sliding window approach is used. By using a stride, the training examples
are partially overlapping, effectively introducing a form of data augmentation. Although
this approach resolves the issue encountered in the SC model by incorporating contextual
information within each chunk, the sliding window approach requires the model to perform
inference on a significantly larger number of inputs, limiting its computational efficiency. As a
result, this limitation has led us to treat the task as a token classification problem instead of a
sequence classification problem.

3.2.3. Named Entity Recognition (NER)

This approach involves the identification and categorization of significant information, known
as named entities, within a given text. By classifying each token and identifying consecutive
tokens with the same label, we can concatenate them to form spans that represent specific
categories. In this case, we used the BERT model with a linear layer that performs classification
for each token, using a softmax function to determine the most probable label for each token.



For labeling, we adopted a variation of the BIO format: tokens are tagged as either B (beginning),
I (inside), or O (outside) of an entity [22]. In our implementation, we do not use the B tag, as
the frequency of chunk beginnings is relatively low compared to tokens inside and outside
of chunks. We also split the documents into fixed-length chunks with a specified stride. This
approach augments the data and allows the model to focus on shorter paragraphs within the
text, as opposed to processing the entire document. The final dataset results to assign for each
token its respective label in the format “I-" followed by one of the six sensitive categories, or
"O” for the non sensitive one.

4. Results

The two rows in Table 1 present the performance metrics of the three classification models
when trained on either the proprietary dataset or the open synthetic dataset All classifiers
significantly outperformed the “Zero-shot BingAI” model, and the NER model achieved superior
performance compared to the other classifiers on both datasets. This might be attributed to
the fact that the training dataset for the NER model incorporates documents that were not
specifically generated and labeled by BingAI. In this context, a unique prompt was utilized
for BingAI, which differs from the labeling stage where each category of sensitive data had a
distinct and personalized prompt. It also is worth mentioning that if reference examples were
provided to BingAI as part of the prompt, the results might have been considerably improved.
However, in this experimental setting, our objective was to evaluate the zero-shot capabilities
of the model as an out-of-the-box tool.

Table 1
Performance comparison between the detectionmodels trained on the BingAI andOpenLLaMa generated
datasets. Precision, recall and F1 are weighted averages. The first two rows are referred to the span taks,
the second two to the document level task.
Detection model SC SCC NER BingAI (Zero-shot)
Training dataset
BingAI
OpenLLaMa
BingAI
OpenLLaMa

Prec Recall F1
0.611 0.651 0.631
0.649 0.700 0.663
0.717 0.837 0.770
0.621 0.937 0.744

Prec Recall F1
0.663 0.673 0.668
0.620 0.710 0.654
0.769 0.911 0.820
0.669 1.000 0.791

Prec Recall F1
0.815 0.690 0.735
0.734 0.728 0.731
0.929 0.914 0.921
0.915 0.906 0.910

Prec Recall F1
0.642 0.332 0.437
0.642 0.332 0.437
0.667 1.000 0.789
0.667 1.000 0.789

The lower quality of the OpenLLaMa dataset results in a slightly lower, though almost
negligible, detection accuracy. The graph in Figure 1 further investigates this issue by comparing
how the performance of the NER model changes with different sizes of the artificial training
datasets. The lower quality of the OpenLLaMA dataset requires to generate a significantly large
amount of artificial samples to achieve a similar classification accuracy (2K documents vs 860).

The second two rows of Table 1 show the same comparison, but the metrics are applied at
document level. Since our primary goal is to detect whether a document contains sensitive
data or not, this task evaluates the models’ capability to classify documents into one of the six
sensitive classes or the non-sensitive class. In this assessment, each document is assigned one or
more labels based on the presence of at least one span corresponding to each sensitive class in its
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Figure 1: Span level scores (weighted F1) obtained by training the NER model on various size variations
of the two datasets, generated with BingAI and with OpenLLaMa.

text. Results show that the NER model still significantly outperforms all the other approaches,
reaching over 90% of weighted F1 score when trained on any of the artificial datasets.

As a final analysis, we compared the execution time and the throughput of the three classifiers
by collecting data from 10 distinct runs. The SC model exhibited the lowest latency in terms of
average time per document (2.09±0.15 s) and the highest throughput (0.46±0.03 q/s). The NER
model lagged slightly behind, both in terms of average time per document (2.30± 0.19 s) and
throughput (0.42± 0.04 q/s). The slowest model was SCC both for average time (13.35± 1.01
s) and throughput (0.08± 0.01 q/s). Such evaluation does not include the BingAI solution due
to various factors that influence the speed of inference, such as network connection quality and
current traffic conditions.

5. Conclusions

This paper introduced a novel approach to identify sensitive data in text documents, aligning with
the GDPR legal foundation. The proposed method relies on LLMs to generate artificial datasets
containing sensitive data: our results show that open source, smaller LLMs running on local
environments (OpenLLama) can produce text of sufficient quality to train classification models
that perform nearly as well as those trained on higher-quality data generated by proprietary
LLMs (BingAI). Among the considered models, the NER-based model achieved a remarkable
performance, with over 70% of weighted F1 score for the sentence classification task and over
90% of F1 score for the document classification task.

Future research should explore the performance of more recent open source LLMs architec-
tures, potentially yielding superior performance in text generation and labeling accuracy. In
addition, it might be interesting to test the zero-shot learning capabilities of open source LLMs:
such investigation would allow to include an assessments on resource utilization, including
considerations of speed, weight, and overall performance.
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