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Abstract
We present GraphGuard, a data validation framework to improve the data quality of pipelines to populate
knowledge graphs. The inputs for these pipelines often come from different sources, requiring various
approaches for validating the data against different defects. This requirement leads to different formats
for validation reports, which reduces contextual, representational, and accessible quality dimensions of
data validation. The proposed framework consists of QualityContracts and Guardians. QualityContracts
encapsulate the necessary data validation requirements in both human and machine-readable formats.
Software agents, called Guardians, use the machine-readable format to execute validation methods. We
validate the practicality of our framework on a deployed data processing pipeline at a large European
airport over several months of data. A comparative analysis between a basic data processing pipeline
and a pipeline using our framework showed improvements in the data quality criteria of believability,
interpretability, ease of understanding, consistency of representation, conciseness of representation, and
accessibility.
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1. Introduction

Knowledge graphs (KG) are powerful tools used across various sectors to incorporate and inte-
grate data from various heterogeneous sources, making them critical for various organizations.
Industrial organizations [1, 2, 3], tech giants[4], and worldwide institutions[5] use knowledge
graphs as a fundamental component of their data-driven strategies for tasks, such as data
aggregation, data analysis, process optimization, and decision-making. Given this extensive
usage, ensuring high data quality within these graphs of knowledge is crucial.

To incorporate data into knowledge graphs, data integration pipelines are frequently used
[6]. These pipelines consist of multiple loosely coupled components, each executing different
tasks to process and transform data. Validation techniques based on the Resource Description
Framework (RDF), such as SHACL [7] and SHEX [8], are frequently employed to maintain
accuracy in knowledge graphs. However, it’s crucial to address data defects, e.g. unavailable data
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points or outliers, at their source [9]. Addressing a wide range of data defects requires diverse
validation methods, which can differ based on elements such as the type of data they can validate,
the rules they employ, the procedures they follow, and the presentation of validation results. As
a result, various methods tailored for diverse data types and defect types, along with strategies
like functional redundancy [10], are used to validate data across a single processing pipeline.
These validation methods produce data in the form of validation reports based on the inspected
data. Given the variety of methods used for validation, there is a trade-off between ensuring
high accuracy of data and maintaining homogeneity in validation reports. When high accuracy
is assured, the validation report becomes more heterogeneous, thereby reducing the contextual,
representational, and accessibility criteria of data quality [11]. Lowering these data quality
criteria reduces the usability of the validation reports for use cases such as quality assessment
[12], assurance [13], control [14], and monitoring [15, 16], data auditing and compliance1, and
data analytics [17, 18]. Previous research is limited by its design. These works tend to focus
on reducing heterogeneity by restricting elements of data validation, such as the type of data
being validated, the validation procedures employed, and the rules governing data validation
[19], and overlook the potential of using diverse validation methods in a compatible manner.
For instance, some validation services might require adhering to a specific format [19], may be
proprietary [9], or may be limited to a particular data format [7, 8, 20, 21].

Therefore, we investigate the research question, "How can the data quality of heterogeneous
data validation methods be improved in the context of data processing pipelines for knowledge
graphs?"

Concretely, we introduce a framework that defines validation rules as reusable components.
These components are available to a software agent that implements the necessary software
to run the validation rules and generate validation reports. This report is available in the
processing pipeline and within a knowledge graph, which contains machine and human-readable
descriptions of validation rules and the reports in RDF. Our approach is capable of executing
the rules established in various validation frameworks while presenting a comprehensive,
homogeneous report of the validation procedure.

The main contributions of our work are two-fold. First, we formulate an ontology to represent
validation rules, their execution process, and the capabilities of a software agent to execute
them. Second, we conduct a comparative evaluation of our framework in an actual real-world
scenario.

We present related work and the derived main requirements in section 2. Section 3 introduces
our framework for handling heterogeneous data validation reports. We then describe a use case
from a European airline in section 4. The use case forms the basis for the evaluation in section
5. Finally in section 6, we provide a summary of our proposal, current limitations, and future
work.

2. Preliminaries

Validation is defined by the European Statistical System (ESS) [19], as a "... process which
ensures the correspondence of the [...] data with a number of quality characteristics." Hence,

1cf. https://cros-legacy.ec.europa.eu/content/overview-data-and-metadata-exchange-ess_en
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here we present related research on comprehensive data validation frameworks; frameworks
to describe rules for quality characteristics; and the derivation of executable processes from
knowledge graphs. Based on the related work, we establish various requirements to design a
framework that is capable of handling various validation methods.

2.1. Related Work

The data validation framework of the ESS [19] validates statistical data from different European
countries to generate EU-wide reports. The validation system requires a domain-specific
language, called Validation and Transformation Language, that was designed to validate the
structure and content of datasets. The reports from the ESS are described in a machine- and
human-readable format to improve transparency and reuse of the reports. Ericson [9] presented
their validation framework for machine learning-enabled software systems. Similar to the
validation system of the ESS, it is able to validate the structure (e.g. size of dataset), and
content (e.g missing values, range of values, misformats, outliers). To handle the different
required validation methods, they developed a proprietary validation library. In summary, both
frameworks are able to validate datasets on their structure and content but require the migration
to a specific validation system.

Cross-organizational validation methods primarily rely on open protocols defined by contracts
or specifications. Examples include the frictionless-schema [21], which validates tabluar data; the
json-schema [20] for JSON-serialized data; and SHACL [7] or SHEX [8], for RDF-described data.
However, these methods predominantly focus on schema or pattern validation, necessitating
additional frameworks to validate other data characteristics, such as outliers or duplicates.

Zheng et al. [22] employ knowledge graphs to depict and operationalize machine-learning
pipelines in RDF format. These pipelines are made executable using a specialized library, which
integrates machine-executable semantics into the code. However, a notable limitation of this
method is its reliance on a library, hiding the underlying rules and algorithms. Similar to
the preceding methods, this approach raises questions about transparency and modifiability.
Specifically what the algorithms execute, how the rules can be accessed, and how new methods
for processing data can be integrated.

2.2. Requirements

To derive data quality requirements for data validation, we used the framework of data quality
introduced by Wang et al. [11] as it is well-established, provides detailed characterizations of
data quality dimensions, and can be used for data quality assessment [23] and improvement
[24]. Wang et al. identified 16 criteria to characterize data quality and grouped them into four
dimensions: intrinsic, contextual, representational, and accessible. Based on the dimension we
derived the following requirements for handling heterogeneous data validation. The intrinsic
quality dimension covers the extent to which data values correspond to reality. To maintain a
high level of intrinsic data quality, any validation method must be allowed to achieve the highest
accuracy in knowledge graphs [9, 10, 25]. The accessibility quality dimension is concerned with
the extent to which data is available or obtainable. To enhance the accessibility data quality, it
is necessary to report validation rules and the outcomes of such techniques separately from



their implementation. This ensures that users can quickly and easily retrieve information about
the implemented techniques in the pipeline. In addition, knowledge graphs ease the connection
of data with its validation reports. Therefore, the outcomes of the validation methods should be
integrable in the knowledge graph. The representational quality dimension focuses on the extent
to which data can be represented in an understandable and transparent manner. This means
that reports should be concise to facilitate the varying needs of different users. Additionally,
they should be presented in a human and machine-readable format [26] enabling analysis based
on the reports for different use cases [25]. The contextual quality dimension focuses on the
extent to which data is applicable or relevant to the tasks of a data consumer. To provide
higher contextual data quality, validation constraints should be quickly accessible, reusable, and
modifiable [9].

3. GraphGuard Framework

Based on the given requirements, we developed GraphGuard a framework to support heteroge-
nous data validation. In this section, we present the two main components, i.e., QualityContracts
and Guardians. QualityContracts are formal specifications that define a set of constraints for
acceptable data. Guardians are software agents responsible for enforcing these constraints by
validating data against QualityContracts. Based on the validation result, Guardians generate a
QualityValidationReport.

The general data model for the developed ontology2 is provided in figure 1. We reused existing
ontologies to promote interoperability and to build upon established standards. We used the
Data Quality Vocabulary (DQV)3 to express data quality metadata, Open Digital Rights Language
Ontology (ODRL)4 and the Profiles Vocabulary (PROF)5 to express the contracts and constraints,
Data Catalog Vocabulary (DCAT)6 and the Software Package Data Exchange Ontology (SPDX)7

to describe data exchange, and the Provenance Ontology (PROV)8 for provenance information.

3.1. QualityContracts

A QualityContract is an RDF-document, embedding descriptions about the general purpose of
the validation procedure and metadata about the contract usage for a specific dataset. To improve
readability, a QualityContract always contains a human- and machine-readable description of
its content. The human-readable description contains an association with the author and the
time when the contract was generated. The human-readable descriptions in QualityContracts
enhance the understandability of the contracts for data stewards and domain experts, while
machine-readable formats allow for automated processing by software agents like Guardians.

2http://www.purl.org/graphguard/ontology
3https://www.w3.org/TR/vocab-dqv/
4https://www.w3.org/TR/odrl-model/
5https://www.w3.org/TR/dx-prof/
6https://www.w3.org/TR/vocab-dcat-2/
7https://www.spdx.org/rdf/terms/
8https://www.w3.org/TR/prov-o/
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Figure 1: Organization of the ontology of GraphGuard

QualityContracts have at least one QualityConstraint for a single dataset describing validation
constraints on the data. QualityConstraints are specialized prof:Profiles designed to
specify constraints of QualityContracts in a human- and machine-readable format. Violations
of these constraints can be defined with different levels of severity. For instance, the three levels
"info", "warning", and "error" can be used. The "info" level is utilized to describe potential defects
not affecting the data validation any further. The "warning" level is used to provide information
about potential issues identified by the QualityConstraint. The "error" level signifies a violation
of a validation rule that needs to be fulfilled. If data does not fulfill the constraint, the validation
process interrupts, a report is sent to a knowledge graph, and the process stops. Not enforced
constraints recognize the defect in the data and report the defect to the graph, but do not enforce
handling the cause. This reporting procedure enables traceability of defects in the data without
interrupting the processing pipeline.
QualityValidationResources are defined for the execution of QualiyConstraints. Quality-

ValidationResources describe machine-readable and executable validation rules. We separated
QualityConstraints from specific resources, to provide a modular approach to data validation.
This separation ensures that QualityContracts remain flexible and can easily accommodate
different types of validation rules without overhauling the entire constraint. For instance, a Qual-
ityContract can be defined for a dataset of measurements from different sensors, where different
QualityConstraints are defined for different types of defects. A QualityConstraint can be defined
to validate the data from the dataset against outliers. Multiple QualityValidationResources
implement different methods, e.g., time-based, depth-based, or distance-based methods, that
detect different types of outliers and ensure higher accuracy in the data. Hence, our approach
enables an easy extension of existing QualityConstraints by further QualityValidationResources.

The QualityValidationResources are essentially the functional components of a QualityCon-
tract. The resources implement technical or domain-specific validation rules to evaluate the
results of a pipeline component. Technical validation rules describe assumptions about data
types and meta-properties of a dataset, such as the existence or uniqueness of values. Domain-



specific validation rules focus on rules related to a specific domain of interest. For instance,
expert knowledge about the processed data can be expressed with that.

[] a val:QualityContract ;
odrl:target [

a dcat:DataSet ;
dcat:identifier "my_sensor_data.csv";
dcat:format "text/csv"] ;

prov:generatedAtTime "2023-08-14T07:51:28.607114" ;
prov:wasGeneratedBy :me ;
prof:isProfileOf <my_constraint>.
<my_constraint> a val:QualityConstraint ;

rdfs:comment "The data must always have a MAC-Address, a datatype,
and a single datum in each row.";→˓

prof:hasResource [
a val:QualityConstraintResource;
prof:hasArtifact <my_sensor_constraints.yml>;
dcat:format "application/yaml";
dcat:conformsTo <https://specs.frictionlessdata.io/data-package/>

].→˓

fields:
- name: MAC
type: string
format: default
pattern: "^[0-9a-f]{2}(:[0-9a-f]{2}){5}$"

- name: value
type: number
constraints:
required: true

- name: type
type: string
constraints:
enum: ["Temperature", "Pressure",

"Humidity"]→˓

Figure 2: An instantiation of a quality contract with the QualityConstraint and QualityValidationRe-
source (left) and the Artifact of the QualityValidationResource (right)

To allow software agents the interpretation and execution of QualityValidationResources
each resource requires an Artifact (prof:hasArtifact) that refers to machine-executable
code. An Artifact can be any validation algorithm ensuring the QualityValidationResource. To
ensure the integrity of the Artifact the QualityValidationResources provides a Checksum. The
Guardian interprets the Artifact based on the specified format (dct:format) and the required
environment (dct:conformsTo) that is defined as a standard. Figure 2 illustrates an example
of a QualityContract for a dataset that contains tabular data. It shows that a dataset called
”𝑚𝑦_𝑠𝑒𝑛𝑠𝑜𝑟_𝑑𝑎𝑡𝑎.𝑐𝑠𝑣” with the media type "text/csv" needs to fulfill a QualityConstraint. The
QualityConstraint is a constraint restricting the format of the MAC address and the type of
sensor information provided. To validate the data from ”𝑚𝑦_𝑠𝑒𝑛𝑠𝑜𝑟_𝑑𝑎𝑡𝑎.𝑐𝑠𝑣”, the artifact
”𝑚𝑦_𝑠𝑒𝑛𝑠𝑜𝑟_𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠.𝑦𝑚𝑙” will be used by a Guardian that can interpret frictionless-
schema specifications (section 3.2) that are defined in the "application/yaml" format.

3.2. Guardians

Guardians are prov:SoftwareAgents, which enforce QualityContracts, by validating data
in data processing pipelines. Their primary role in the pipeline is to act as gatekeepers, en-
suring that only data conforming to the QualityContracts, gets processed. Figure 3 illustrates
the execution sequence of a Guardian for a dataset that will be validated and the resulting
QualityValidationReport.

At the start of data processing, the data is loaded and the Guardian is initialized. The initializa-
tion process involves querying contracts from a designated knowledge graph that contains the
QualityContracts for the particular dataset. QualityConstraints and QualityValidationResources
are obtained from the QualityContracts. The integrity of the QualityValidationResources is
verified using the supplied Checksum and compared against the standards that the Guardian
can conform to (dct:conformsTo). In the presented example, the Guardian can conform to
QualityConstraintResources developed as frictionless-schemas or Python code that does not
require any specific libraries. In the final phase of the initialization, the Guardian loads the
Artifacts of QualityValidationResources to enable validation.



Initialize Guardian

Load Data

Query QualityContract Information

Return QualityContract Details

Acknowledge Initialization

Validate Data with Guardian

Validate Data
Send QualityReport

Acknowledge Receipt

Return Validation Results

ProcessingComponent Guardian Knowledge Graph

ProcessingComponent Guardian Knowledge Graph

Validate Integrity & Conformance of Resources

Load QualityConstraintResources

<my_Guardian> rdfs:label "My Guardian";
dct:accessURL <http://purl.org/graphguard/guardian>;
dcat:conformsTo <http://python.org>,

<https://specs.frictionlessdata.io/data-package/>.→˓
[] a val:QualityValidationReport;

dqv:computedOn <my_data_set>;
dqv:isMeasurementOf <my_constraint>;
dqv:result True;
val:report """
Validation for my_sensor_data.csv was successful. No

Validation errors detected.→˓
""";
prov:generatedAtTime "2023-08-14T07:51:28.607114" ;
prov:generatedBy [

a val:QualityValidation;
prov:startedAtTime "2023-08-14T07:51:27.43123" ;
prov:endedAtTime "2023-08-14T07:51:28.605312";
prov:used <my_validation_resource>, <my_data_set>;
prov:wasAssociatedWith <my_Guardian>
].

Figure 3: Sequence Diagram of the validation with Guardians (left) and QualityValidationReport (right)

The data is validated against rules (e.g., according to figure 2) induced by the QualityValida-
tionResources, which produces a QualityValidationReport (e.g., according to 3). The Quality-
ValidationReport presents the outcome in a format that is understandable to both machines
(dqv:result) and humans (val:report). Furthermore, it provides insight on the QualityVal-
idation process that was conducted. The machine-readable result can either be true or false,
representing a successful or failed validation of the data. To enable tracking of validation
activities and to document the results, the QualityValidationReport is sent to the knowledge
graph. With this information, an assessment can be made regarding the effectiveness and
compliance of validation methods. If the results indicate the need, a notification system may
be activated to inform users about the current status of the validation step. After successful
validation, the Guardian reports its results back to the pipeline. If the validation fails, the result
is passed to the processing pipeline, allowing the handling of the exception.

As a proof of concept, we implemented the Guardian in Python as a reusable library9. The
provided library enables Guardians to automatically query a knowledge graph for QualityCon-
tracts for a given dataset; interpret QualityValidationResources for an implemented standard
(currently pure Python code, data provided from the frictionless schema, and SHACL rules);
validate data based on the provided validation rules and methods; and send validation reports
to a specified knowledge graph.

4. Case Study

We implemented the framework at the Munich Airport that handles an average of 80.000
passengers daily. The airport employs the knowledge graph for various applications, including
generating insights about the performance of the baggage handling system, analyzing baggage
traces with process mining, and optimizing the luggage handling process with data-driven value
stream analysis. The deployment of the knowledge graph pipeline at the airport is shown in
figure 4. Various cleaning (step 1), processing (step 2), transformation (step 3), and mapping

9https://github.com/wintechis/guardian

https://github.com/wintechis/guardian
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Figure 4: Deployed data transformation pipeline at the airport

rules (step 4) are applied to the source data on a daily basis. Data is automatically extracted from
the graph for further analysis and enriched with additional information (step 5). The data is
validated at each step, and the validation reports are incorporated into the knowledge graph to
improve transparency. Implemented validation methods are used to validate data, for instance
against the following defects:

• Duplicates: The baggage identifiers used by each airline are repeating over a specific
range of numbers. This requires (in step 1) to recognize and handle different baggages
with the same identifier.

• Corrupted data: Data may also be compromised by defects invoked during check-in.
During check-in, employees of the airline can add information in a free text field. This
can cause corruption during serialization (step 1), which affects the processing of the
data.

• Unavailable data attributes: The baggage handling process relies heavily on messages
from airlines. These are standardized messages [27], that include many optional informa-
tion in different formats. The data needs to be validated before processing (in step 3 and
step 5) to prevent the generation of URIs for non-existent information during mapping.

• Contextualized data: The standardized messages include information, that can only be
understood within the context (e.g. last 5 messages) of multiple messages. To prevent
defects, data needs to be validated (in step 2) such that some information can not exist
twice in the same context.

We have implemented our framework on top of the deployed processing pipeline for the
knowledge graph. The framework replaces previous validation procedures by introducing



Guardians that perform the same validation procedures. The validation results are stored in
the same knowledge graph as the integrated data, which allows faster access to the validation
reports. This implementation has improved the transparency of the processing pipeline. It
allows data analysts to familiarise themselves with the data and its processing, build greater
confidence in the data, and provide a clear and traceable perspective on the results of validation
procedures for different data sources.

5. Evaluation

In this section, we evaluate the framework according to the quality dimensions outlined in
section 2. First, we present the evaluation framework and results. Second, we provide a detailed
comparison of the different dimensions of data quality.

5.1. Comparative Analysis

We evaluated our framework based on the Data Quality Dimensions [11] - accessibility, intrinsic,
contextual, and representational. Wang et al. provided for each of the dimensions further
criteria to discuss the data quality of systems. Data in the context of our framework is a triple
based on the used Dataset, the QualityContracts, and the QualityValidationReports. Based on
these criteria, table 1 illustrates the results of comparing two versions of the pipeline presented
in section 4; one without the data validation framework (baseline) and one where the framework
has been applied. Evaluation results are expressed through arrows, which represent changes in
comparison to the baseline. Results are excluded for quality criteria when the framework does
not directly affect the metric (represented as ∅).

Table 1
Quality comparison between a pipeline implementing the GraphGuard framework and a baseline.

Quality Dimension Quality Criteria Comparison

Intrinsic

Believability ↗
Accuracy →

Objectivity ∅
Reputation ∅

Contextual

Value-added ∅
Relevance ∅

Completeness ∅
Timeliness →

Appropriate amount of data ↗

Representational

Interpretability ↗
Ease of understanding ↗

Representational consistency ↗
Concise representation ↗

Accessibility
Accessibility ↗
Access secure ∅



5.2. Intrinsic Data Quality

Intrinsic Data Quality focuses on the extent to which data values are in conformance with
reality. The baseline implementation, evaluated the validation rules as an embedded part of
the pipeline, and its results were only used for the processing. In comparison to the baseline,
our framework improves Believability - the extent to which data is accepted or regarded as
true or credible - by enabling users to query and retrieve QualityContracts that have been
used for validation of the datasets. Furthermore, it allows the users to retrieve the concrete
QualityConstraints with their implementation, thus improving the credibility of the used data.
Accuracy is the extent to which data is correct and certified error-free. Unlike the baseline
approach, our framework separates the application logic of the pipeline from the validation
rule. The validation rule is validated by Guardians using QualityContractResources for the
computation. The Guardians use the same libraries and tools to understand the validation
rules as the baseline implementation. Therefore, no change in the accuracy can be observed.
Objectivity is the extent to which the data is unbiased and impartial. Our framework does not
directly affect the objectivity of the dataset that needs to be validated but the objectivity of the
validation rules. The validation rules are separated from the implementation in the pipeline,
reducing the potential of developing ad-hoc rules. Therefore, the framework provides means to
develop the processing pipeline and the validation rules separately, which may improve the
overall objectivity. Similar to Objectivity, Reputation - the extent to which data is trusted
or highly regarded in terms of their source or content - is not affected directly. However, the
validation rules can be easier accessed through the knowledge graph providing them, and
Quality reports are provided, building trust in the content of the data. With this information,
data can be more transparently assessed and thereby enhance its overall reputation.

5.3. Contextual Data Quality

Contextual Data Quality relates to the extent to which data applies to a data user’s tasks. The
Value-added criteria refers to the extent to which users gain an advantage from the provided
data. Relevancy measures the extent to which data is applicable and helpful for the application.
Completeness defines the extent to which breadth, depth, and scope of the data is necessary.
Despite their importance, these criteria are outside the scope of our proposal. The three quality
criteria are mainly focused on the provided use case. Nevertheless, we believe that applying
our framework can aid in evaluating the quality of the knowledge graph pipeline for adopting
new use cases. The framework offers easy-to-access information about existing data sources,
characterizes the data, and offers reusable validation methods. This approach not only makes
evaluations and assessments of the pipeline’s data relevancy and completeness easier but also
supports the creation of new knowledge graph population pipelines.
Timeliness measures the availability of new data points to a user. Our approach demands

additional time for the validation process, given that the QualityValidationReport is published
on the knowledge graph before the result is delivered to the processing element. As a result, an
improvement in the timeliness can be reported to the end user, while a decrease in the timeliness
can be observed for the processing component. Appropriate amount of data is defined as
the extent to which the quantity of available data is appropriate. Our framework generates



for each dataset and each QualityConstraint a QualityValidationReport. Similarly, the baseline
produces a result for each validation rule. However, with our framework, more data is available
about the validation, describing not only the result but also the validation time, the involved
QualityConstraint, and the involved software agent.

5.4. Representational Data Quality

Representational Data Quality focuses on the extent to which data is presented in a way that is
understandable and clear for the data user‘s task. It incorporates Interpretability - the extent
to which data is in an appropriate language and data definitions are clear - that is enhanced
by our framework as it utilizes RDF to describe QualityContracts, QualityValidation for the
validation process, QualityConstraints for the validation rule, and QualityValidationResources
for the explicit implementation. Additionally, our framework thoroughly incorporates existing
ontologies to enhance both ease of understanding and reusability (Ease of understanding -
the extent to which data is unambiguous and easy to understand). The baseline utilizes different
validation frameworks for different validation tasks. This produces different types of outcomes,
impacting its interpretability and ease of understanding. Compared to the baseline pipeline,
consistent reporting of validation information from the data is provided, which can be used in
applications to indicate the health of the pipeline and databases. The results are generated in
two formats - a machine-readable version that contains information solely about the validation
outcome and a longer, human-readable format that presents details generated by the different
validation methods. Therefore, Representational consistency - the extent to which data
is always presented in the same format and is compatible with previous data - and Concise
presentation - the extent to which data is presented compactly without being overwhelming -
are improved over the baseline pipeline.

5.5. Accessibility Data Quality

Accessibility Data Quality focuses on the extent to which data is available or obtainable. Access
security - the extent to which access to data can be restricted and therefore kept secure -
is beyond the scope of our work, as it relates more to the design of the data transformation
pipeline, rather than the quality of the data or the validation procedure. Nevertheless, we retrieve
validation rules from Artifacts provided by QualityValidationResources. These Artifacts can
come from multiple sources, each potentially secured by different methods. Within the pipeline,
the integrity of the rules is validated by a provided checksum and then executed in the Guardian.
This ensures that access security is maintained. In comparison to the baseline pipeline, our
approach improves Accessibility - the extent to which data is available or easily and quickly
retrievable. By employing RDF to represent QualityContracts and QualityValidations, our
framework simplifies the querying of Contracts and validations results.

6. Conclusion

In this paper, we addressed the data quality of validation methods. More specifically we investi-
gated the tradeoff between heterogeneity of validation reports and accuracy of validation results,



and presented an answer to the research question: "How can the data quality of heterogeneous
data validation methods be improved in the context of data processing pipeline for knowledge
graphs?" We propose a two-part framework consisting of QualityContracts and Guardians.
QualityContracts describes sets of validation rules and includes the required information for
data validation in both human and machine-readable formats. Guardians, interpret the machine-
readable information, execute the validation rules, and produce comprehensive reports of both
the results and the validation process.

We evaluated our approach through a comparative analysis with a processing pipeline for
knowledge graph population implemented at a European airport. By comparing the initial
version of the pipeline with its version after incorporating our framework, we observed im-
provements in the intrinsic (believability), representational (e.g. clarity and conciseness), and
accessibility (ease of access) criteria of data quality, all while maintaining a high level of result
accuracy created by different validation methods.

Our framework improves criteria of data quality, by relying on a software agent (Guardian),
which implements different validation methods. As a result, Guardians are inherently equipped
with specific libraries and features tailored to evaluate the specified QualityContracts. How-
ever, this built-in setup means that Guardians posses limited flexibility to add new validation
constraints from new validation methods. This limitation necessitates regular updates of the
Guardian. Ideally, Guardians would be able to autonomously update their libraries based on
predefined criteria or settings. Additionally, while our framework has been designed with scala-
bility in mind, we have not yet conducted empirical scalability tests. Therefore, although we
anticipate that the system to scale effectively, it remains unverified. Furthermore, our framework
does not yet provide tools to streamline the creation of QualityContracts, QualityConstraints,
and QualityValidationResources. Consequently, significant manual input is required to define
these resources.
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