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Abstract
In this paper, we address the challenge of detecting weak signals within the working environment using textual data. Our objective is to set up a decision support system to assist occupational safety experts in detecting weak signals. To achieve this, we adopt a unique method that combines portfolio maps and interpretation models. The portfolio maps integrate both structured and unstructured data, providing a holistic view of the potential safety risks in the workplace. The interpretation model further helps in comprehending and categorizing these signals accurately. We leverage the input of human experts on the potential weak signals to populate a dataset that serves as the basis for training a machine learning model. This model is designed to automate and optimize the detection and assessment of weak signals in the future. Our preliminary results demonstrate that this approach not only efficiently identifies weak signals but also offers the potential for continuous improvement in occupational safety management.
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1. Introduction
In both daily life and the corporate world, weak signals are pervasive, often manifesting as early indicators that we might overlook until their implications become evident. For instance, the onset of illness might be preceded by subtle signs, such as feeling unusually cold, which we might dismiss until more significant symptoms develop. The definition of weak signals varies across different fields, each adapting the concept to its unique context and the specific nuances of the early indicators it seeks to identify and interpret. Originally used to detect preliminary signs of potential threats in the domain of military intelligence, the concept of weak signals has found its application in various domains. Ansoff (1975) [1] described weak signals as the earliest indicators of significant yet unrecognized changes or trends, and, later, Godet (1986)[2] portrayed them as developing changes with potentially significant future implications, necessitating contextual understanding. This paper draws on this fundamental insight to address the critical need for early detection of potential safety issues in occupational settings by introducing a novel approach that leverages text mining and machine learning techniques for weak signal detections. Recognizing their value, many companies are leveraging their untapped textual data to enhance operational efficiency and employee safety in the field of occupational safety. However, the manual process of weak signal detection could be burdensome for safety analysts. To address this, we propose a novel approach combining text mining techniques and machine learning to automate weak signal detection from work-related accidents. This aims to reduce the workload of analysts and support informed decision-making. This study underscores the importance of proactively addressing weak signals to stay competitive and ensure employee safety in today’s rapidly evolving environment. In this paper, we will outline the methodology, detailing how we can effectively detect weak signals and enrich their understanding through contextual information.
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However, due to data privacy concerns and in compliance with General Data Protection Regulation (GDPR) guidelines, the actual datasets coming from Air France and specific details used in this study will not be disclosed. Instead, we will provide examples and discussions based on hypothetical or suitably anonymized data, ensuring that the presentation of our findings remains as informative as possible while fully respecting the privacy of the data sources.

2. Background and related work
This section begins with a definition of weak signals, followed by a detailed discussion of various methodologies employed for their detection and interpretation. A signal, by definition, is a function that conveys information about a phenomenon. In this context, a signal can be understood as a specific instance or data point within a dataset that embodies meaningful information or patterns indicative of underlying phenomena. Yet, a “weak signal” is often regarded as an early, ambiguous, issue, or opportunity, serving as an initial indication of change. Due to their low intensity, fragmented nature, or potential noise within the data, these precursory signs often prove challenging to detect. A weak signal is by definition not universally recognized. The nature of weak signals varies according to the domain. This detection requires expert supervision. An expert who can navigate the complexities of data and contextualize these signals with the broader of domain-specific landscape. For example, in marketing, it could be identified as a subtle shift in consumer behavior, while in health contexts, it could be a subtle symptom hinting at a more significant medical issue. The concept of weak signals is rooted in the field of strategic foresight and is frequently used to support decision-making and strategic planning by anticipating potential future developments. Embracing data-driven decision-making processes enhances the ability to navigate through uncertainty with informed, evidence-based strategies. This alignment with data-driven processes ensures a comprehensive analysis of available data, facilitating more accurate predictions and strategic actions in the face of uncertain future trends. Hiltunen[5] introduces a 3D spatial model for their definition. This model, based on Pierce’s model[4], consists of three components:

- “Signal” refers to the frequency or visibility of sig-
Within the context of business opportunities for solar cells by (DoV) and the Degree of Diffusion (DoD). The DoV aimed to evaluate the visibility of a signal, while the DoD focused on the issue-level aspect of a keyword, enabling the identification of emerging weak signals or trends that might not be immediately visible through conventional text-mining approaches. The DoV for keyword \( i \) during the period \( j \) is calculated as follows:

\[
\text{DoV}_{i,j} = \frac{\text{TF}_{i,j}}{\text{NN}_{i,j}} \times (1 - \text{tw} \times (n - j))
\]

\( \text{TF}_{i,j} \) is the number of appearance of the word \( i \) in period \( j \), \( N \) is the total number of documents, \( n \) is the number of periods and \( tw \) is a time weight. This formula suggests that the influence of a keyword is related to its frequency, and recent instances are given greater significance. Similarly, the DoD for a keyword \( i \) in period \( j \) is calculated as follows:

\[
\text{DoD}_{i,j} = \frac{\text{DF}_{i,j}}{\text{NN}_{i,j}} \times (1 - \text{tw} \times (n - j))
\]

Here \( \text{DF}_{i,j} \) represents the document frequency of the keyword \( i \) appearing during the period \( j \) (the number of documents in which the keyword appears). This formula represents the spread of the signal, with a higher DoD value signifying a wider distribution of the issue. These two metrics are employed to generate two keyword portfolio maps: Keywords Emergence Map (KEM) and Keywords Issue Map (KIM). These maps, featuring a two-dimensional representation, have the horizontal axis indicating the average term or document frequency, and the vertical axis representing the average growth rate of DoV or DoD. These maps assist in identifying weak signals: words with a currently low frequency but high growth rates, suggesting potential swift future escalation in significance. In Figure 1, the median value on the X and Y axes divides the maps into four quadrants, classifying the keywords based on their locations. This division facilitates the automatic and dynamic categorization of keywords. The maps can subsequently be interpreted by experts, and common terms found in the same area are categorized as either a weak signal, a strong signal, or a well-known yet not strong signal. According to [11], this method surpasses human experts when dealing with large textual datasets. Weak signals can be represented in both KIM and KEM maps as keywords situated in the top left corner. However, prior research using portfolio maps has revealed some limitations, such as the difficulty in distinguishing mixed signals on each map and the potential for multiple meanings for a single keyword. The definition of weak signals, as provided earlier, introduces an interpretational dimension. By definition, a weak signal has a low level of interpretation. If it were otherwise, it would be widely understood and thus wouldn’t qualify as a ‘weak’ signal. According to Hiltunen, this dimension includes the context within which individuals anticipate potential future events. However, the fragmented and incomplete nature of weak signals can make it challenging for experts to distinguish between genuine weak signals and noise. To address this issue, researchers have developed various techniques, as outlined below.

**Multiwords Analysis** This technique, enhanced by natural language processing, determines the frequency of occurrence of a specific word or phrase (potential weak signals and related keywords) in the presence of other specific words or phrases. This analysis, also known as co-occurrence analysis, provides insights into the relationships
and contexts between different signals. The measurement of the association strength between terms or words in a given context is quantified.[12] This technique, augmented by natural language processing, determines the frequency of words co-occurring in conjunction with potential weak signals and related keywords. Previous studies [13] [14] have indicated that during the analysis of the portfolio map categorization, interpretability often suffers because keywords related to weak signals tend to be isolated terms. Consequently, the lack of context and relationships among these keywords restricts the scope and depth of the information that can be obtained. Hence, techniques like multiword analysis can play a crucial role in mitigating this interpretability issue by providing additional context.

Degree of Transmission  This concept has been introduced to incorporate the third dimension of Hiltumen's future sign model [3], known as the interpretation. The approach in [15] proposed a novel metric, the Degree of Transmission (DoT), specifically designed to assess the significance of terms within various sources, such as ScienceDirect, New York Times, and Twitter, from which keywords are automatically extracted. The Degree of Transmission is calculated as follows:

$$\text{DoT}_i = \sum H_{\text{index}}_{\text{journal}}$$

Here, $\text{DoT}_i$ represents the degree of transmission for term $i$, while $H_{\text{index}}_{\text{journal}}$ refers to the H-index of the journal in which the term appears. The H-index, which measures the impact and productivity of scholarly works, is summed across all the journals where a term is present, providing an overall measure of the term’s influence in the scientific literature. This approach has demonstrated promising results when both the Degree of Diffusion (DoD) and the Degree of Visibility (DoV) are multiplied by their corresponding DoT to enhance interpretability in the portfolio maps.

Topic Modeling  [16] proposes a methodology for weak signals detection using LDA and Word2Vec. The approach is based on clustering topics at multi-level documents and extracting significant descriptors (weighted list of words). This model has the advantage of proposing a method for detecting weak signals based on tree-multi-clustering, unlike other works that are essentially based on the portfolio maps method, but don’t consider the temporal aspect.

Limitations of existing methods  Many current methodologies rely on expert opinions or manual evaluations, presenting significant challenges for scalability for large datasets or real-time analysis. The adaptability of these methods to different domains and datasets is essential. By addressing these limitations, we aim to develop a more robust and versatile method for weak signal detection and analysis within the realm of safety occupational management. Our approach integrates the strengths of portfolio maps and machine learning algorithms, offering an improved solution for detecting and interpreting over time.

3. Methodology

In the following, we describe the approach adopted for developing a novel model for detecting weak signals in occupational safety management. This model aims to overcome the limitations of previous work, which lacks context, requires time-consuming analysis, and remains static over time (i.e., does not leverage user input for improvement). Our model combines text mining with a portfolio map approach, and a machine-learning algorithm, to identify and interpret weak signals more efficiently. The portfolio map approach visualizes the current state of an organization or system, analyzing the relationships between different elements to spot potential risks or opportunities. We utilized the concept of a weak signal consistent with Hiltumen’s definition, using a portfolio map that includes two axes: Visibility and Issue. To facilitate interpretation, we developed a user interface that aids users in confirming or discarding potential weak signals, enabling them to restrict the analysis to a given context. To further leverage expert input, each time a weak signal is confirmed, we populate a database with that specific weak signal, along with all factors contributing to its identification.

In the subsequent sections, we outline the systematic steps we adopted for our weak signal detection process. We start by preparing the documents, and ensuring they are ready for further analysis. Following this, we calculate new metrics to construct portfolio maps, an essential tool that aids in signal identification. After creating these maps, we perform a future sign classification. This step not only assists experts in interpreting the data but also provides a structured framework for identifying potential weak signals. The next step is the interpretation stage where we provide the expert with an interface that helps him discard weak signals from
noise and strong signals. Finally, using the labeled data, we develop and train a machine-learning model. This model, designed to automatically detect and assess weak signals, introduces an element of automation and efficiency to the process. Through this comprehensive approach, we aim to enhance both the effectiveness and precision of weak signal detection.

### 3.1. Data Preparation

In this section, we describe the steps taken to prepare the dataset for the study including data cleaning and preprocessing. The dataset used in this research was collected directly from the company (Air France) history containing a structured part related to the user and an unstructured part which is the "Verbatim" textual data that describes the event.

#### 3.1.1. Data Cleaning

For this study, we work with a French data corpus and follow a standard preprocessing workflow to ensure data quality. Firstly, we remove and correct misspelled keywords, punctuation marks, and special characters from the text. Additionally, we convert all the text to lowercase to ensure consistency in our analysis. These data-cleaning steps help to improve the accuracy and reliability of our subsequent analyses.

#### 3.1.2. Data preprocessing

To maximize the value of the information extracted from the text and reduce its complexity, we tokenize the text, splitting it into individual words. We use the word tokenizer NLTK tool for tokenization, a widely used tool for natural language processing. Once the text is tokenized, we perform lemmatization and part-of-speech tagging to refine the data further. This involves identifying the root form of each word, as well as its grammatical function in the sentence. We use the FrenchLefffLemmatizer and Camelbert-ner NER model that was fine-tuned from camembert [17] on a wiki ner-fr dataset. Finally, we remove stop words, common words that do not add significant meaning to the text. In French, common stop words include "le," "la," "de," and "des." Removing these words helps to reduce noise and improve the accuracy of our analysis. Overall, our data preprocessing workflow ensures that the data is clean, consistent, and ready for our model, minimizing the number of keywords.

### 3.2. Adding contextual information

The process of detecting weak signals is a meticulous task, as each piece of information can potentially be valuable. To add contextual data to each event, we enrich the descriptive information with knowledge extracted from the enterprise database. Each sentence describing the event is represented as a combination of keywords, i.e., sentence = \{keyword₁, ..., keywordₙ\}. We augment these keywords with contextual information such as metadata (related to the place and time) and user-related data (role, department, number of past events, etc.). Keywordᵢ → \{Metadataᵢ, User – relatedᵢ\}. This methodology allows us to capture the contextual details associated with each keyword, enabling us to use all the available data efficiently. As an example, consider the structure of this sentence: "Keyword₁ event place Keyword₂, After performing our data preparation, each keyword would carry specific contextual information. For instance, the keywords could carry metadata such as ["Location", "Time"] and User-related information such as ["Role", "Experience", "Age"]. By integrating this information, we can calculate metrics like the degree of Transmission, which allows us to identify potentially hazardous events more effectively. Moreover, this methodology can enhance our data-driven decision-making and a more robust detection of critical events.

#### 3.2.1. Feature Engineering: Topic Modeling for Event Typologies

To extract and utilize as much information as possible from the textual data at hand, we collaborated with domain experts to fine-tune a Camembert model - a transformer-based language model specifically optimized for French language processing. This fine-tuning process involved training the model to categorize accident descriptions based on a pre-established set of typologies denoted as T. Crafted and validated by field experts, these typologies span a wide array of accident categories. The resulting model acts as a classifier, capable of processing unstructured text descriptions of accidents and categorizing each into its corresponding typology. Additionally, an "Unknown" category is provisioned for instances where the model cannot confidently assign a description to any of the known typologies.

#### 3.3. Contextualized portfolio maps

In this part, we are going to introduce how are we going to construct the portfolio maps. The first step is the data representation which gives a numerical value to the issue and visibility to each keyword.

#### 3.3.1. Data representation

We want to represent numerically the visibility and issue for each keyword while staying consistent with the definition of Hilutmen. We propose a new approach that represents the Visibility of every keyword defined as being the number of different populations (categories of users) that used the keyword with the degree of visibility (DoV). To capture the uncertainty of a given signal we propose the Issue notion, represented by the degree of diffusion with the number of different event typologies the keyword has been used in, trying to capture the level of uncertainty. The new formulas that we introduced with the contextualization are as follows:

\[
\text{Visibility}_{i,j} = \text{DoV}_{i,j} \times nP_{i,j} \\
\text{Issue}_{i,j} = \text{DoD}_{i,j} \times nT_{i,j}
\]

Where: \(\text{DoV}_{i,j}\) is the degree of visibility of the keyword \(i\) in the period \(j\), \(\text{DoD}_{i,j}\) is the degree of diffusion of the keyword \(i\) in the period \(j\), \(nP_{i,j}\) is the number of different populations that used the keyword \(i\) in the period \(j\), \(nT_{i,j}\) is the index for the keyword \(j\) is the index for the period. The data derived from the textual documents we analyze offers a variety of information. Details such as the frequency of accident reports made by an individual and the experience of the employee contribute to this rich context. Inspired by the H-index we created new metrics Degree of Transmission (DoT) taking into account...
this personalized, user-related data. By associating such additional context with all keywords, we can significantly enhance the performance of our weak signal detection. By combining the old definition of Yoon with the new contextualization, we try to have a more precise representation of the impact/importance and the uncertainty/ambiguity of every keyword.

3.3.2. Portfolio maps categorization

After representing our signals with the metrics previously designed, we construct two portfolio maps:

- Keyword Emergence Map KEM where the X-axis is mapped with the geometric mean of the term frequency, and the increasing rate of visibility for each keyword is mapped into the Y-axis.
- Keyword Issue Map KIM has the X-axis mapped with the geometric mean of the term appearance, and the increasing rate of the issue for each keyword is mapped into the Y-axis.

Using these portfolio maps, we are equipped to identify potential weak signals in terms of both visibility and issue. Typically, keywords classified as potential weak signals exhibit below-average term frequency and document appearance, coupled with an appearance in different topics and used by different populations which results in above-average increases in issue and visibility rates, indicative of emerging trends. We then identify commonalities between the weak signal candidates derived from each keyword map, categorizing these as our prime weak signal contenders. In the subsequent phase, these candidates are presented to domain experts for interpretation and validation.

3.4. Interpretation

Interpretation refers to the ability to understand the significance of the information extracted from the portfolio maps categorization. As a result of the whole system, experts will have access to two outputs that will help them in the decision-making process:

- A list of potential weak signals represented in the Keyword Issue Map, depending on their Degree of Diffusion and Degree of Transmission.
- A list of potential weak signals represented in the Keyword Emergence Map, depending on their Degree of Visibility and Degree of Transmission.

Our goal in this part is to minimize the risk of misinterpreting a weak signal by maximizing the level of interpretability of every signal.

3.4.1. Domain-specific

Having to work with all the potential weak signals listed in the portfolio maps can be challenging and can be time-consuming. To be more efficient in how we are treating the keywords we tried to come up with a way to rank the list of potential weak signals. With the help of experts, we developed a set of ranking rules representing the emergency of which we have to treat the results as follows:

1. The list of potential weak signals represented in both the Keyword Emergence Map and the Keyword Issue Map
2. The keyword with the highest increasing visibility rate
3. The keyword present in the KIM but not in the KEM
4. The keyword present in the KEM but not in the KIM

By applying those rules, we try to focus our attention on the most relevant keywords thus reducing the time and effort required to identify and analyze weak signals.

3.4.2. Multi-word analysis

After ranking, the output words from the Portfolio Maps emerge as potential weak signals or terms related to weak signals. This stage presents a challenge due to the various interpretations a single keyword might encompass, a problem highlighted in previous studies [13] [14]. To mitigate this issue, we implement multi-word expression analysis, a technique designed to refine our results. This method examines the words that appear immediately before and after the identified term in every instance, excluding common stopwords. Consequently, we generate a co-occurrence relationship related to a keyword, ranking it based on its increasing rate of visibility and issues.

3.4.3. Predictive modeling

Identifying weak signals in portfolio maps and interpreting the results is a multi-step complex task that not only requires a signal to be found in the intersection of the KIM and KEM but also the validation throughout the interpretation and confirmation of the expert. To use knowledge from the past, we aim to leverage every expert input to create a model that predicts the probability of a keyword being related to a weak signal using this procedure:

1. The expert selects a keyword from the portfolio map found in the intersection of the KIM and KEM.
2. The expert using the interpretation model labels the signal (related to a weak signal or not)
3. Add the newly labeled signal to the dataset

After every use of our model, we gather the expert’s feedback (label), incorporate it into our existing dataset, and once a substantial amount of new information has been accumulated, we recalibrate our model in light of this freshly acquired data. After creating the model we try to implement the model output in the portfolio maps. This model predicts the probability of other keywords being a weak signal without taking into consideration the position of the keyword in any of the portfolio maps and is thus complementary to the portfolio map. This approach is supported by previous research in the field of predictive modeling, which has shown that combining expert input with machine learning can lead to more accurate predictions and better decision-making [18][19].

4. Experimental Evaluation and Results

In this section, we present a preliminary evaluation of our model’s effectiveness in detecting potential weak signals and preventing future accidents, using real-world occupational safety data. We then show the results of our approach applied to our dataset.
4.1. Data Representation

Safety occupational management event reporting follows a strict protocol, generating a dynamic database that is continuously updated with new reports. These reports contain both structured and unstructured data relating to the event and the user. Due to GDPR constraints, we will not delve into the structured data, which primarily includes user-related information such as employee profiles, work details, and accident history. The primary focus of our study lies in the unstructured data, including the event label and description, which represent rich sources of textual information. This unstructured segment can provide valuable insights into weak signals when analyzed effectively.

4.2. Portfolio maps applied to our dataset

The first step of our application is the construction of the portfolio maps (Figures 2 and 3). We represent the growth rate of every signal keyword with our designed metrics and then employ portfolio map categorization. This process allows us to identify a set of potential weak signals. Given the sensitive nature of the data, continuous monitoring and updating are vital. Each new accident report plays a pivotal role in this ecosystem, substantially impacting both the composition of our portfolio map and the list of potential weak signals. Each keyword has the potential to shift the dynamics of the portfolio, leading to new and meaningful discoveries. In the following, we analyze the difference between our newly developed metrics and the classical ones, distinguishing between strong signals and potentially weak signals. Our approach here is instance-by-instance, and we aim to discern the comparative rates of increase for these metrics. We focus our analysis on the keyword ‘salarie’ due to its importance as it consistently appears at the start of each report, thereby providing a common reference point. To maximize the impact of our analysis, we conduct a time-series analysis, closely examining the metrics associated with the keyword ‘salarie’ throughout June (Figures 4 and 5). Each metric calculation only encompasses past and present instances, intentionally leaving out future ones. This methodology allows us to conduct an exhaustive comparison of traditional metrics (DOV and DOD) and the newly developed ones (‘Visibility’ and ‘Issue’). By doing so, we gain a clear understanding of the rate at which these metrics increase over time, offering vital insights for the construction of our portfolio maps. In our comparison of the ‘Degree of Visibility’ (DOV) and ‘Visibility’ metrics, we initially noticed that DOV exhibits a sharper peak. This suggests a higher increase rate for DOV compared to the ‘Visibility’ metric. Essentially, the keyword ‘salarie’ appears more frequently in reports over time, indicating its growing visibility. However, this rise in visibility does not correspond to equal growth in the ‘Visibility’ metric. As ‘Visibility’ is a product of DOV and the diversity of typologies in which the keyword appears, a rapid increase in DOV won’t match the ‘Visibility’ increase rate if the keyword ‘salarie’ doesn’t appear in a variety of typologies. This divergence highlights the more nuanced understanding offered by the ‘Visibility’ metric, which takes into account not just keyword frequency but also the diversity of contexts (typologies) where the keyword is present. On the other hand, there are instances when ‘Visibility’ peaks significantly higher than DOV. This occurs when the keyword, despite being used less frequently, is present in a wider range of contexts, leading to a sharper rise in ‘Visibility’ compared to DOV. The ‘Issue’ and DOD demonstrate a similar behavior to ‘Visibility’ and DOV, respectively. We have implemented our
system as an auxiliary tool for a proactive approach. It automatically updates whenever the list of potential weak signals changes, or when the model predicts that a keyword might be a weak signal. This proactive approach facilitates early detection and prevention efforts, reinforcing the system's contribution to accident prevention.

4.3. Interpretation

Despite our efforts to include contextualized metrics, we acknowledged the need for an approach that offers a broader and global view of the system. To address this, we developed a dynamic dashboard that empowers the expert to select specific data from the structured dataset, including user-related and event-related information. We transformed all available data into selectable variables, thereby augmenting the depth and relevance of the contextualization process. The dynamic dashboard facilitates the confirmation of weak signals enabling experts to filter and choose data from a comprehensive set of structured variables. The dynamic dashboard facilitates

1. Type of periods
2. Sources: Population
3. Affiliation: where the accident has been submitted
4. Topic: typologies of the event
5. Type of Keyword (Named entity recognition (NER))

<table>
<thead>
<tr>
<th>Number of...</th>
<th>Interval</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word_selec...</td>
<td>All Periods</td>
<td>✔</td>
</tr>
<tr>
<td>categoriepn</td>
<td>ALL</td>
<td>✔</td>
</tr>
<tr>
<td>flag_gravite</td>
<td>ALL</td>
<td>✔</td>
</tr>
<tr>
<td>typologie_ri...</td>
<td>ALL</td>
<td>✔</td>
</tr>
<tr>
<td>Decision_...</td>
<td>ALL</td>
<td>✔</td>
</tr>
<tr>
<td>design_elem</td>
<td>ALL</td>
<td>✔</td>
</tr>
</tbody>
</table>

Figure 6: Partial View of the Dashboard Interface

...of weak signals. The ability to combine the strengths of both textual and structured data significantly enhances the detection and interpretation of weak signals, ensuring a more thorough and accurate understanding of underlying trends and relationships.

Multi-word analysis

To show more accurate and interesting information about the detected term of interest than an analysis based only on single words, we perform a multi-word analysis. This enhances the overall interpretability, by showing the co-occurrence of keywords that have been used with the selected signal. Figure 7 represents the Multi-word analysis for a potentially weak signal. Because of RGPD issues, we had to anonymize the keywords and the events associated with them.

<table>
<thead>
<tr>
<th>Word_anonyme</th>
<th>event_anonyme</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>204</td>
<td>keyword_204</td>
<td>event_1</td>
</tr>
<tr>
<td>92</td>
<td>keyword_92</td>
<td>event_41</td>
</tr>
<tr>
<td>116</td>
<td>keyword_116</td>
<td>event_1</td>
</tr>
<tr>
<td>45</td>
<td>keyword_45</td>
<td>event_24</td>
</tr>
<tr>
<td>221</td>
<td>keyword_221</td>
<td>event_1</td>
</tr>
</tbody>
</table>

Figure 7: Multi-word analysis example

Machine learning

We start by estimating the probability of a keyword’s occurrence based on the available metadata. This process involves the use of CamemBERT[17] tokenization and embedding in combination with the structured data. The resulting information is then presented to the expert for portfolio map interpretation. Each time a keyword is selected by the expert, we enrich a dataset that will, in the future, enable us to develop a more effective machine-learning model. However, due to the low absolute frequency of weak signals within our dataset, the effectiveness of the current approach could not be assessed. Nonetheless, it allows continual refinement and improvement of the model.

5. Conclusion

This research paper has introduced innovative metrics and processes tailored to detect weak signals in the domain of occupational safety management. By integrating a portfolio map approach and machine learning algorithms, the proposed model aims to enhance the efficiency of the detection process. We have adopted a contextualized approach designed to support analysts and facilitate informed decision-making. This approach effectively captures contextual aspects and optimizes the utilization of available data. Through the synergy of expert knowledge with machine learning techniques, our model adeptly identifies weak signals and potential emergent trends. Future research should focus on further refining the model, incorporating additional contextual information, and utilizing more advanced machine-learning techniques to enhance the detection of weak signals. Regarding the model’s interpretability, we anticipate that integrating highly sophisticated large language
models, such as ChatGPT, could make a significant contribution to this objective. Such integration could provide richer, more nuanced interpretations of the detected weak signals, thereby enabling safety management professionals to make more informed decisions. Furthermore, evaluating our model’s adaptability across a variety of domains and industries could ascertain its universal applicability and versatility in diverse occupational safety management contexts.
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