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Abstract
In this paper, we summarize our previous contribution to the research area of Explainable Recommender Systems in the
healthcare domain, called ICARE (Intuitive Context-Aware Recommender with Explanations), which is a framework based
on data-mining algorithms that can provide personalized recommendations with contextual and intuitive explanations. In
particular, we consider the scenario related to physical activities to improve sleep quality, and we now describe how the
system satisfies the four principles of Explainable Artificial Intelligence.
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1. Introduction
Collecting data on people’s behaviors and habits has
become easier since sensors and mobile devices are
widespread and low-cost elements of modern daily life.
Recommendation Systems are commonly used to exploit
data, often collected through IoT devices, and support
users in decision-making processes that cover different
domains. The proposed suggestions are based on the
users’ past habits or their profiles.
Among these systems, Health Recommendation Sys-

tems (HRS) provide recommendations in the healthcare
context [1]. Possible applications range from healthy
lifestyle or balanced nutrition plans to healthcare infor-
mation and medical treatment suggestions. Collecting
data related to people’s behaviors and well-being has also
become easier thanks to wearable devices; indeed, many
people own them and can monitor with simple apps their
movements, record their sleep quality and heartbeats
while also being surrounded by IoT devices embedded in
common appliances in homes, offices and means of trans-
port. This situation ensures a constant stream of new
data that can be integrated with external data sources. It
offers increasing opportunities for data analytics in the
healthcare domain to produce useful insights. Moreover,
collecting data can also help people gain more awareness
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of their physical health and improve their lifestyle. In ad-
dition, since wearable devices do not require that people
manually provide data, the participants of health-related
studies never stop supplying needed data [2].
A very important aspect to consider for improving

the personalization of suggestions is contextual infor-
mation, i.e., information about the specific scenario in
which users are acting. The context can include weather
conditions, social and spatio-temporal information. For
example, the recommendation related to the physical ac-
tivity to perform could be different based on weather
conditions: it could be a run in the park on a sunny day
and a workout in the gym on a rainy day. Context-Aware
Recommendation Systems (CARS) provide recommenda-
tions taking into account also the contextual dimension
[3].

The temporal aspect of data collected from sensors, as
wearable devices, is very important and can be consid-
ered another contextual dimension for obtaining useful
knowledge. Sensors collect information about events
happening in succession, and thus (stream) data are tem-
poral. When considering the temporal aspect, detecting
events’ periodicity or temporal correlations is possible
and allows the prediction of future situations by improv-
ing the provided suggestion [4].
To be sure that users will accept the provided recom-

mendations, an HRS should not only focus on efficiency
and accuracy because clear explanations accompanying
suggestions can help users understand and trust the sys-
tem [5]. Providing clear, timely recommendations and
intuitive and simple explanations is very important, es-
pecially in healthcare.
Explainable recommendations [6] are usually accom-

panied by understandable motivations that guarantee
transparency and interoperability.
Explainability refers to both interpretability and fi-

delity to guarantee that explanations make sense for
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Figure 1: The ICARE Workflow

users and describe how the recommendation has been
produced. [7].
In the Artificial Intelligence community, four princi-

ples that must be considered to guarantee high quality in
explaining an intelligent system output have been pro-
posed [8].

We consider the scenario related to physical activities
to carry out to reach and follow a healthy lifestyle and im-
prove sleep quality. To support the user in the choice of
the next activities to perform, we propose the ICARE (In-
tuitive Context-Aware Recommender with Explanations)
framework based on data mining algorithms for personal-
ized recommendations. The supplied recommendations,
in the form of totally ordered sequential rules, include
the context and perform well in providing explanations
[9].
This paper briefly summarizes ICARE and shows the

system’s behavior concerning the four principles of Ex-
plainable Artificial Intelligence.

2. ICARE architecture
In this Section, we describe the overall approach of
ICARE, which is represented in Figure 1 and the ALBA
(Aged LookBackApriori) algorithm used to infer totally
ordered sequential rules that are then used to provide
contextual recommendations [10].

ICARE needs as input a temporal dataset 𝐷 (in our sce-
nario, the log of physical activity levels and sleep scores
collected by Fitbit), enriched with contextual informa-
tion. We leverage the temporal dimension to capture the
user’s habits on some specific days, i.e., we distinguish
whether each day is a weekday or part of the weekend.
Whenever it is possible, we also integrate weather con-
ditions to establish if the user’s preferences are related
to specific situations. The dataset D is fed into ALBA,
which then considers a temporal window 𝜏𝑤 to construct
an augmented data set 𝐷𝜏𝑤 . This augmented dataset is
then fed to a version of the Apriori algorithm [11] that
calls an aging mechanism at each iteration to calculate

the support of items. The aging mechanism enhances the
importance of recent patterns and decreases the impor-
tance of no more recent data. This process outputs a set
of frequent sequences 𝑆, used to generate a set of totally
ordered sequential rules 𝑅, formalized as implications
𝑋 → 𝑌, where 𝑋 and 𝑌 are two sets of ordered data items,
such that 𝑋 ∩ 𝑌 = ∅, according to specific thresholds
for confidence and support. Support is the frequency
of the set 𝑋 ∪ 𝑌 in the dataset, while confidence is the
conditional probability of finding 𝑌, having found 𝑋 and
is given by 𝑠𝑢𝑝(𝑋 ∪ 𝑌 )/𝑠𝑢𝑝(𝑋). Based on the confidence
and completeness of rules, the recommender system or-
ders 𝑅 to produce a set of totally ordered sequential rules
that can be queried to extract a positive recommendation
𝑅+ and a negative one 𝑅−.

Two possible rules mined by the ALBA Algorithm are
the following:

𝑟1 ∶ {𝐻𝐴 ∶ 3, 𝐿𝐴 ∶ 2}−1 ∧ {𝐻𝐴 ∶ 3, 𝐿𝐴 ∶ 2}0 → {𝑆𝐿 ∶ 1}0

𝑟2 ∶ {𝑅𝑎𝑖𝑛𝑦, 𝐻𝐴 ∶ 3}−1 ∧ {𝐺𝑜𝑜𝑑, 𝐻𝐴 ∶ 1}0 → {𝑆𝐿 ∶ 1}0

𝑟1 states that if yesterday the user performed a high level
of heavy physical activity (𝐻𝐴 ∶ 3) and a medium level
of light activity (𝐿𝐴 ∶ 2), and today they perform the
same activities, the resulting sleep score will have a low
value (𝑆𝐿 ∶ 1). 𝑟2 contains context information as well;
yesterday it was a rainy day, and the user performed only
a high level of heavy physical activity (𝐻𝐴 ∶ 3), today
the weather conditions are good, and the user performed
a low level of heavy physical activity (𝐻𝐴 ∶ 3).

3. The four principles of
Explainable AI in ICARE

The increasing complexity of decision-making processes
and intelligent systems has made them more challenging
to understand. This has motivated the research com-
munity’s attention regarding AI systems’ transparency,
ethics, and accountability. Explainable AI focuses on cre-
ating and deploying AI systems that explicitly explain



Figure 2: ICARE Positive and Negative Recommendations and ICARE Prediction and Explanation screenshots

their decision-making processes and the outcomes gen-
erated by machine learning algorithms.

Four principles for explainable AI have been identified
[8] and are:

• Explanation: AI systems should be able to provide
clear explanations for their actions

• Meaningful: explanations offered by AI systems
must be comprehensible and relevant to humans,
particularly those who are not experts in the field.

• Explanation accuracy: explanations need to be
precise and accurate. Thus, it is possible to iden-
tify the most important variables/features in a
decision-making process.

• Knowledge limits: AI systems should recognize
their limitations and uncertainties, operating ex-
clusively within their designed conditions.

Now, we will show how these principles are naturally
integrated into ICARE, since the recommendation pro-
cess is based on mined sequential rules that contain their
explanation.

Explanation This principle asserts that a system can
explain, provide evidence, and explicitly support every
decision made. Our choice to use ALBA, an algorithm
based on Apriori, offers the possibility of fulfilling this
requirement because the form of mined rules directly

explains the suggestion (i.e., the consequent of mined
rules) in their antecedent. For example, consider the
following two rules:

𝑟1 ∶ {𝐶𝑜𝑙𝑑, 𝐺𝑜𝑜𝑑, 𝑊𝐷, 𝐻𝐴 ∶ 1, 𝐿𝐴 ∶ 2}0 → {𝑆𝐿 ∶ 1}0

𝑟2 ∶ {𝐻𝐴 ∶ 3, 𝐿𝐴 ∶ 2}−1 ∧ {𝐻𝐴 ∶ 3, 𝐿𝐴 ∶ 2}0 → {𝑆𝐿 ∶ 1}0

𝑟1 states that on a cold day with good weather condi-
tions during the week (WD), if the user performs a low
level of heavy physical activity (𝐻𝐴 ∶ 1) and a medium
level of light activity (𝐿𝐴 ∶ 2), the resulting sleep score
will have a low value (𝑆𝐿 ∶ 1).

𝑟2 states that independently from the context, if the
user yesterday performed a high level of heavy physical
activity (𝐻𝐴 ∶ 3) and a medium level of light activity
(𝐿𝐴 ∶ 2), and today performs the same level of physical
activity, the resulting sleep score will have a low value
(𝑆𝐿 ∶ 1).

In Fig. 2, we show two screenshots of the ICARE mo-
bile application with information provided to the user.
ICARE is an Android app with a Python backend. The
left screenshot shows the predicted sleep score and the
best positive (green) and negative (red) recommendations.
The right screenshot shows the contextual explanation
(the antecedents of mined rules) of the sleep score, re-
ported in the lower part ”Because you have been doing”.



Meaningful The meaningful principle is satisfied
when the final user understands the explanations pro-
vided by the system, which should be generated together
with each recommendation. The development of the
ICARE app has been performed by considering this prin-
ciple; indeed, both positive and negative suggestions
should help the user better understand what influences
his/her sleep quality. In Fig. 2, the left-hand side screen-
shot reports positive and negative suggestions and the
sleep quality explanation. In this example, the current
context is Sunny Holiday, and the goal is a score greater
than or equal to 11 for sleep quality. Recommendations
for activities to perform are represented in part ”Next
step” on a green background, and recommendations for
activities to avoid in part ”Avoid” on a red background.

ExplanationAccuracy The Explanation andMeaning-
ful principles require a system to generate explanations
that are comprehensible to humans. These principles do
not impose that a system provides precise explanations.
The Explanation Accuracy principle introduces a chal-
lenge in motivating accuracy for a system’s explanations
through metrics.
During the implementation of ICARE, we have col-

lected data from 4 users, specifically for this study. For
our approach’s experimental evaluation, we verified that
relevant features influencing sleep quality may differ for
users. Thus, after a training phase, we have considered
only relevant features for each user. We have performed
interviews for our evaluation to understand if the mined
insights are accurate.
For example, one user has sleep quality that is highly

correlated to weather conditions, as shown by the follow-
ing rules:

𝑈 𝑠𝑒𝑟11 ∶ {𝑅𝑎𝑖𝑛𝑦,𝑊𝐷, 𝐿𝐴 ∶ 2,𝑀𝐴 ∶ 3}0 → {𝑆𝐿 ∶ 3}0

𝑈 𝑠𝑒𝑟12 ∶ {𝑆𝑢𝑛𝑛𝑦, 𝐶𝑜𝑙𝑑, 𝑊𝐷, 𝐿𝐴 ∶ 2, 𝐻𝐴 ∶ 1}0 → {𝑆𝐿 ∶ 1}0
Another user has sleep quality correlated to the part

of the week (i.e., weekend or weekday), as shown by the
following rules:

𝑈 𝑠𝑒𝑟21 ∶ {𝑊𝐸, 𝐻𝐴 ∶ 1,𝑀𝐴 ∶ 1}0 → {𝑆𝐿 ∶ 3}

𝑈 𝑠𝑒𝑟21 ∶ {𝑊𝐷, 𝐻𝐴 ∶ 1, 𝐿𝐴 ∶ 3}0 → {𝑆𝐿 ∶ 1}

Knowledge limits This principle requires identifying
and pointing out cases the system could not manage.
ICARE provides suggestions based on collected data, and
in selecting rules to consider for producing recommen-
dations, it considers the thresholds set for confidence
and support. This means that the ALBA algorithm may
not produce suggestions when it does not mine suitable
rules, but it cannot be found in a situation out of its scope.
When users do not wear their Fitbit constantly, the pre-
cision of rules decreases. In the future, we should add a
module to delete outliers from data.

4. Related Work
Explainable Artificial Intelligence (AI) contributes to cre-
ating trustworthy in suggestions proposed by automated
systems, and thus, it characterizes trust in AI systems.
Trust is fundamental, especially in the medical domain.

A method to define desired properties is needed to
characterize a good explanation from an AI system. The
four principles of Explainable Artificial Intelligence have
been proposed in [8] for defining the factors to consider
for producing a suitable explanation and possibly evalu-
ating its quality. The proposed principles cover different
perspectives and consider the importance of explaining
the outcome of the process, but also the style, the aim,
and the recipient of the explanation itself. In [12], the
four principles proposed in [8] have been applied to Bio-
metrics and Facial Forensic Algorithms in order to con-
sider trust and societal norm of AI systems and provide a
foundation of explainability.
In [13], the authors consider problems related to ex-

plaining black-box algorithms and classify them concern-
ing the notion of explanation. Starting from the descrip-
tion of a problem definition, a type of black box, and
a preferred explanation, the survey should support the
researcher in finding the proposals that best fit their re-
quirements.

In [14], the authors provide an analytical review of the
papers in the literature focusing on the explainability of
artificial intelligence in the context of machine learning
and deep learning. The work briefly describes the dif-
ferent terms used to indicate the understandability of a
system and maps out the main challenges to deal with to
fulfill the explainability issues.

In [15], the notion of explainable AI has been explored
in the biomedical contexts for proposing a functional
definition and a conceptual framework that can be used
when considering explainable AI.

In this work, we show that data mining algorithms
still represent an alternative that fits well for producing
explainable recommendations.

5. Conclusions and future work
In this paper, we have described an Intuitive Context-
Aware Recommender with Explanations (ICARE), which
is a framework for collecting and enriching wearable
device data with contextual information to produce rel-
evant insights. Indeed, sequential rules correlating se-
quences of past events with a specified future goal are
discovered by analyzing temporal logs. Finally, ICARE
provides explainable recommendations using an intuitive
application.

As for future work, we plan to extend the ICARE app
to collect the user’s feedback on the received predictions



and recommendations. Moreover, we are applying the
framework in other scenarios, particularly for maintain-
ing glucose levels in the normal range, by suggesting
how to organize physical activity and meals. Another
possible domain is a recommendation system that sug-
gests balanced meals based on what they recently ate,
also considering where meals are consumed (e.g., home,
school canteen, …).
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