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Abstract
Automatic fault localization is a technique that helps reduce the costly task of program debugging.
Among the existing approaches, Spectrum-based fault localization (SFL) shows promising results in
terms of scalability. SFL calculates the suspiciousness scores of each spectrum (statement or expression of
codes) from the coverage information obtained with test cases. This paper considers the fault localization
problem from a new perspective. Our key idea is to examine the impact of missing spectrum from which
we obtain useful information for locating faults, while SFL basically relies on the information extracted
from executed spectrums. Executing programs with a certain spectrum removed requires a novel method
of emulating the execution of incomplete programs. We adopt a machine learning test-case classifier
that classifies test execution results into either Pass or Fail; the classifier is able to work on executions of
either complete or incomplete programs. Evaluation experiments were conducted using open-source
programs of different characteristics from three projects available on Defects4j. The paper includes
discussions on the pros and cons of the proposed method by analyzing the experimental results for
programs with different fault characteristics.
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1. Introduction

In software development, fault localization is a costly task. Testing and debugging are reported
to account for up to 75% of the development cost[1]. Automatic fault localization is an effective
technique to reduce the cost of program debugging. Among the existing methods, Spectrum-
based fault localization (SFL) has shown promising results in terms of scalability, light processing,
and language independence[2][3][4].

Ochiai[5] and Tarantula[6] are representative SFL techniques. These calculate a failure
suspiciousness score for each statement based on code coverages at test runtime. Statements
with high scores are considered highly suspicious of failure, and developers investigate the
program to locate faults starting with the high-scored statements.

Ochiai and Tarantula calculate a failure suspiciousness score based on the frequency with
which each statement is executed in the Fail or Pass test cases. A statement that is frequently
executed in a Fail test and rarely executed in a Pass test has a higher suspicion score than other
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statements. Therefore, if the fault is a statement for which the number of executions does not
differ between Pass and Fail test runs, these techniques are unable to give a high suspiciousness
score to the fault location. Indeed, these techniques do not give high suspiciousness scores
to statements that are executed regardless of Pass or Fail, such as assignment statements. In
this paper, we propose an approach effective for the types of faults for which conventional SFL
techniques such as Ochiai cannot give a high suspiciousness score.

The first step in our approach is test case learning, which trains a DNN model to classify
test executions into Pass or Fail. In order to improve the time for processing execution traces,
we extended the test case learning method reported in Tsimpourlas et al[7]. The trained DNN
model classifies every execution trace as Pass or Fail. The execution trace is represented as a set
of executed statements generated from the code coverage information so that the DNN model
learns execution patterns of statements in each test case. The DNN model takes as input a set of
executed statements and outputs a single value of type float a confidence level indicating that
the test result is Pass. Second, an ablated trace, which is a trace that systematically removes a
statement from an execution trace, is input to the trained DNN model. If the removed statement
is indeed a fault, the inference result of the DNN model is supposed to change because the
execution trace does not contain any information about the fault execution. If the removed
statement is not a fault, the information about the fault statement remains in the execution trace
and thus does not significantly affect the inference result; the DNN model outputs a confidence
value to indicate how much it believes the input is categorized as Pass. If a highly suspicious
fault statement is removed in the ablated trace, then the DNN’s output value becomes much
higher than the case with the trace before the ablation.

We evaluated the proposed method on three projects (Math, Lang, Chart) available on
Defects4j[8]. Then, Wilcoxon Signed-Rank test confirmed that the proposed method is able to
identify faults with higher accuracy than the SFL techniques for programs with multiple faults.
In addition, the proposed method achieved higher accuracy than the SFL approach when the
fault is a statement such as an assignment statement, for which there is little difference in the
number of execution frequencies between the Pass and Fail test cases. In comparison to Ochiai
and Tarantula, our method reduced the amount of code investigation required to identify faults
by up to 23 percentage points or more.

The rest of the paper is organized as follows. Section 2 describes the proposed method.
Section 3 describes the experiment setup and Section 4 discusses the experiment results. Section
5 describes the related work. We conclude in Section 6.

2. Proposed Approach

The proposed fault localization method consists of four steps explained below in order.
1. Prepare execution traces, 2. Train DNN model, 3. Ablate execution traces, 4. Identify

faulty statements with the trained DNN model.

2.1. Prepare execution traces

The execution traces used in the proposed method are generated from code coverage information.
We collected the code coverages of the SUT using OpenClover[9]. Figure 1 shows the procedure



Figure 1: Create Execution Traces and Encoded Traces

Figure 2: Overview of DNN Model Learning

for generating execution traces, which are sets of statements, and the procedure for encoding
the execution traces. In Figure 1, 𝑡1, 𝑡2, 𝑡3 are the test cases and 𝑠1, 𝑠2, ..., 𝑠5 are statements in
the source code. And 𝑤1, 𝑤2, ..., 𝑤5 is the distributed representation in which each statement is
encoded with Word2Vec.

In Figure 1, we identify the statements executed in each test case from the collected code
coverage information and arrange each statement according to its line number in the source
code. Next, Word2Vec[10] is used to encode the execution traces of 𝑠1, 𝑠2, ..., 𝑠5. The statements
in each test case (𝑠1, 𝑠2, ...𝑠5) are considered "words" in natural language, and their sequences
are encoded as "sentences".

2.2. Train the DNN model

Figure 2 shows an overview of the DNN model training. The DNN model is trained using the
collected execution traces as input and the test results as labels. It is assumed that the test
results have been collected by the developer using a test oracle derived from a requirements
document. Once training is complete, the DNN model can classify the test results of the input
execution traces. Our DNN model architecture and its input are shown in Figure 3. The test
results given to the DNN model are 0 for Fail and 1 for Pass; the higher value of the output of
the DNN model, the greater the confidence that the classification result is Pass.

The DNN model of the existing approach[7] uses LSTM to encode both the statement in-



Figure 3: DNN Model Architecture

Figure 4: Operation of Ablation and Key Idea in Our Approach

formation and the execution traces, which requires an enormous computing time to process a
large number of execution traces. We improved the processing time of execution traces without
losing the classification performance. Our method uses Word2Vec[10] and LSTM together for
encoding execution traces. Word2Vec is used to encode each statement information executed
in the test case (𝑠1, 𝑠2, and 𝑠3 in Figure 3), and the distributed representation of Word2Vec is
input to LSTM to encode the test case execution traces. We also used Attention[11] to improve
classification performance.

2.3. Ablate execution traces

We define ablation as the removal of information about a particular statement from an execution
trace. The operation of ablation is shown in Figure 4, the statement 𝑠4 is targeted and the
information about this statement is ablated. In our approach, ablated traces are incomplete
program execution traces that skip the execution of a particular statement.

2.4. Identify faulty statements with the trained DNN model

The key idea of our approach is shown in Figure 4. An execution trace for which the execution
result is Fail is selected as the target of ablation. If all statements executed in the Fail test are
not included in the selected trace, we target all statements for ablation using other execution
traces that result in Fail. In the case of Figure 4, the removal of information about 𝑠4 from the
original trace changes the classification result of the DNN model. Therefore, 𝑠4 is considered to



have important information for the original trace to be classified as Fail, suggesting that 𝑠4 is a
statement of suspected fault.

2.5. Rationale

We summarize here the rationale of the proposed fault localization method. Our approach is to
train a DNN model that inputs execution traces and classifies the test results. We expect that
the DNN model learns the execution patterns and orders of statements in classifying Pass or
Fail. We pick up a specific statement and remove information about this statement to observe
how confident the predicted result is. If the ablated statement is a fault, the output of the DNN
model is expected to be closer to Pass than the result before the ablation. We choose every
statement that appeared in the Fail execution as a candidate for the ablation. The ablated traces
are input to the DNN model one by one. The statement that makes the DNN model output
closest to Pass (i.e., the output is larger) is the most suspicious. We used the descending order
of the output values of the ablated traces as a rank of fault suspicion in order to evaluate the
accuracy of our method in locating faults.

3. EVALUATION EXPERIMENT

3.1. Research Question

The following research questions are investigated in the evaluation experiment.
RQ 1. Comparison of the proposed method and existing approaches[5][6] in terms of fault

localization accuracy.
RQ 2. Consideration of the fault types that the proposed method can detect.
We evaluate the effectiveness of the proposed method by comparing it with Ochiai[5] and

Tarantula[6]. Since Ochiai and Tarantula are representative SFL methods and are used as
benchmarks in several techniques[2], we chose these methods for the comparison. Our method
is based on a DNN model trained on the set of statements executed in each test case, thus it
is expected to be effective for faults that are difficult to identify using execution frequency
information only. We discuss our experiment results in terms of fault types.

The TopN % is used as a measure of the accuracy of fault localization. The TopN % represents
that a bug is classified into the top N % of the total, and a smaller N value indicates a better
fault localization performance. In the case of multiple bugs, the largest TopN % is used as such
a metric.

3.2. Subject Programs

We conducted evaluation experiments using bugs and fixes data provided by Defects4j[8], a
database of actual bugs identified in Java projects. Lang, Math, and Chart from Defects4j are
selected as the projects for the experiments. We choose bug cases that meet the following
conditions.

• Bug fixes only with code addition are excluded. If the bug is fixed by code addition only,
the original buggy source code does not have any defects to be pointed out.



Table 1
Details of Target Programs

Project Number LOC Number
of Versions of Tests

Lang 30 58389 54987
Math 29 23623 83364
Chart 15 10094 27036

• The fault statement is executed at least once in each of the fail and pass tests: the SFL
approaches require bugs to be executed in those tests.

Execution coverages are collected using OpenClover[9]. Because execution is not recorded for
class member variable definitions, etc., due to OpenClover’s specifications, we excluded from
the fault set the parts of the program that are not recorded as code coverage information. The
number of lines (LOC) and number of tests are shown in Table 1.

3.3. Setup for The DNN Model

In performing supervised training, the weight parameters of LSTM and Multi-Layer Perceptrons
(MLP) are initialized with random values. The size of the vector representation of words encoded
with Word2Vec is set to 128. Further increasing the size of the distributed representation did
not significantly affect classification performance. The size of the output vector of the LSTM
network is set to 256. The MLP is three hidden layers of 256, 128 and 64. The parameters
for each layer are chosen according to the results from the existing methods[7] in terms of
computation time and classification performance. Adam optimizer is used, and the learning
rate is adjusted according to the size of the LOC of the SUT under the experiment. The learning
rate was selected between 1𝑒− 06 and 5𝑒− 05. A learning rate of less than 1𝑒− 06 increases
the computation time required for convergence, while a value greater than 5𝑒− 05 adversely
affects the learning results. PyTorch (ver. 1.10.1) is used as the machine learning framework. In
our evaluation experiments, we trained ten DNN models with each SUT, and take their averages
as the final experiment result.

4. RESULTS AND DISCUSSIONS

Results. Figure 5 shows the SFL performance in terms of TopN % for each approach. The
horizontal axis represents the TopN % and indicates the amount of source code examined by
the developer. The vertical axis shows the percentage of identified faults, and 100% means that
all faults are identified. For example, the vertical axis plot with a Top 50% is more than 90%,
indicating that more than 90% of the faults are identified by investigating half (50%) of the
source code. Figure 5 contains three plots, with gray and blue indicating Ochiai and Tarantula,
respectively, and the orange plot showing the performance of the proposed method.

Table 2 shows the results of adapting the Wilcoxon Signed-Rank test to the experiment results.
The null hypothesis indicates that there is no significant difference between the two groups,



Figure 5: SFL Performance in Terms of TopN %

Table 2
Test Results in Evaluation Experiments

All Programs 1-tailed (left)

Our Approach vs Ochiai 6.258E-01
Our Approach vs Tarantula 6.149E-01

Multi Fault Programs 1-tailed (left)

Our Approach vs Ochiai 1.494E-02
Our Approach vs Tarantula 3.937E-02

while the alternative hypothesis indicates that there is a significant difference between the two
groups. The alternative hypothesis is described below.

1-tailed (left): The proposed method has a smaller TopN % value than the existing approach.
Since a smaller N value indicates higher accuracy, if the left-tailed Wilcoxon Signed-Rank

test is accepted, the proposed method is significantly better than the existing approach in
fault localization performance. In this paper, a p-value less than 0.05 is considered statistically
significant.
Discussions of RQ1. In Figure 5, which shows the results for all programs in the experiment

SUT, the proposed method is able to identify the same or slightly more faults than the existing
approach in all plots except the Top 5% and 10%. However, the tests shown in Table 2 did not
confirm that the proposed method is more accurate than the existing approach (𝑝 = 0.626, 𝑝 =
0.615). Analyzing the experiment results, we found that the proposed method is more accurate
than the existing approach in only about half of the programs. To examine the types of faults for
which the proposed method is effective, we conducted a statistical test on programs only with
multiple faults. Those programs accounted for about 20% of the total number of programs. Table
2 shows the test results for multiple faults programs only, and indicates that the proposed method



Figure 6: Suspiciousness Score of Ochiai in Each Statement

Figure 7: Suspiciousness Score of Our Method in Each Statement

is significantly more accurate than the two existing approaches (𝑝 = 0.0149, 𝑝 = 0.0394). From
this result, we consider that the proposed method can achieve higher accuracy than the existing
approaches for programs with multiple faults. Indeed, SFL are not good at dealing with those
multiple faults programs, because each fault statement is not necessarily executed in all Fail test
cases, and thus it is difficult to identify faults based on execution frequency information only.

Discussions of RQ2. We examined in detail fault types for single-fault programs. In Defects4j[8],
each program fault is assigned a Repair Actions tag, which indicates the specific work to be done
to fix bugs. We used the Repair Actions tag to investigate the type of faults in our experiment
results for programs with a single fault. Programs with no significant difference in accuracy
between the existing and the proposed approaches are excluded from here, and programs with



an accuracy difference of 15 points or more from Ochiai in the TopN % are included in the
discussion. Since there is little difference in accuracy between Tarantula and Ochiai, there is no
impact on the discussion even when programs with large accuracy differences from Tarantula
are included in the discussion.

As a result of investigating the types of faults, tags such as changing the type of variables
and modifying assignment expression are identified in the programs that the proposed method
is more accurate than the existing approach. Figure 6 shows Ochiai’s suspiciousness scores
for each statement in Chart version 7, the vertical axis means the score of each statement,
and the red plot means a faulty statement. Ochiai is unable to give the fault statement a high
suspicion score, giving it the same score as many of the other statements. Figure 7 shows
the suspiciousness scores in our method. The fault in Chart version 7 is one of the faults for
which our method worked well, and our method gives the fault statement the third highest
suspiciousness score. The Chart version 7 has faulty assignment statements, and conventional
SFL does not give a high suspiciousness score to the statement executed in all the test cases
regardless of pass or fail, thus it is difficult to identify the fault. Our approach is to use DNN
models learned from the combination of executed statements in each test case to identify the
faults. Thus, we can deal with the case in which the fault is a statement that SFL are hard to
deal with the existing approach.

Besides, we investigated the error types that the program outputs. The percentage of error
types that terminated abnormally, such as Exception, is larger in programs in which the proposed
method is less accurate than the existing approach, and the programs that the proposed method
has higher accuracy than the existing approaches, all of the error types are AssertionFailedError.
Future work is needed to clarify for which errors our method is effective.

5. Related Work

Several approaches[12][13] have been proposed to compute suspiciousness scores similar to
Tarantula and Ochiai. These approaches use only the number of executions of each statement
collected from code coverages for SFL. The proposed method uses a combination of executed
statements in each test case, thus is different from the information used in the SFL methods.

Existing function-level fault localization techniques[14][15] use function coverage or state-
ment coverage to compute the suspiciousness values. Murtaza et al.[14] uses decision trees to
identify patterns of function calls related to failures. Sohn et al[15]. proposed the approach to
rank faulty methods higher using genetic programming (GP) and linear rank-supported vector
machines (SVM). These approaches are function-level SFL approaches, which are different in
granularity from the statement granularity SFL approaches discussed in this paper.

As one of the recent techniques for dynamic analysis using machine learning, Li et al. proposed
DeepRL4FL, which identifies buggy codes by treating fault localization as an image pattern
recognition problem[16]. Li et al.’s approach requires marking the statements that are faulty as
training data. Therefore, the training data used in Li et al.’s approach is more informative than
our approach’s training data.

Wang et al. proposed a method to generate a passed execution from a failed execution[17].
In Wang et al.’s approach, a passed execution is generated by toggling the results of conditional



branch instances in a failed execution. It differs from our idea that an incomplete execution
with a missing spectrum affects test results.

The other recent related researches to this paper are approaches[18][19] that use virtual
coverage to locate faults. These approaches are similar to our method in the idea of using the
output of a DNN model that classifies test cases to identify faults, but differ from the proposed
method to use missing spectrum in that they use virtual coverage, which virtually represents
that only one specific line is executed.

6. Conclusion

This paper proposes a new approach to fault localization using supervised test case learning. The
proposed method is to identify faulty statements using output values of DNN model resulting
from ablated execution traces. This approach is evaluated using three different SUTs. Evaluation
experiments show that the proposed method achieves higher accuracy than existing approaches
when there are multiple faults and when the faulty statement is an assignment to a variable. In
the future, we plan to compare the proposed method with other DNN-based SFL methods and
discuss the pros and cons of the proposed method.
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