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Abstract
This paper describes the sixth edition of the Predicting Video Memorability task, part of the MediaEval1

multimedia evaluation benchmark initiative. Similar to previous editions, we use video data and an-
notations from two datasets, the Memento10k, and the VideoMem datasets. In light of the consistent
performance plateau observed in previous iterations of the prediction task, in which participants were
required to train and test on the same dataset, we have taken the decision to drop the prediction task from
this year’s competition. This modification allows participants the opportunity to redirect their efforts
toward more challenging tasks. Therefore, for this edition we propose two tasks: the generalization task,
where participants are required to train on one dataset and test their results on a different dataset, and the
EEG task, where participants are required to predict memorability using EEG-related data. In this paper
we present the main aspects of the 2023 Predicting Video Memorability task, exploring the proposed
tasks, the datasets, evaluation methods and metrics, as well as the requirements for participants.

1. Introduction

Multimedia processing systems bear the formidable task of accurately predicting and correlating
a vast array of media content with the intricacies of the human cognitive process. This role
places them at the heart of media retrieval and media recommendation systems, where the
fusion of computer vision, deep learning and cognitive sciences is of paramount importance in
providing useful and insightful results. In this context, memorability is one of the most important
aspects of human cognition that is explored by researchers from various domains. Defined as
the likelihood that a certain piece of multimedia content will be remembered and recognized on
subsequent viewing, memorability and the question “what makes a video memorable?” is still
an open research question.

The 2023 MediaEval Predicting Video Memorability task attempts to answer some of these
questions, proposing a common evaluation benchmark for models that target memorability
prediction for videos. This represents the sixth edition of this task, following the success and
learning from the patterns and lessons discovered in previous editions of the memorability
task. Thus, this task has continually evolved and adapted throughout the editions, taking into
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account the general trends of results, observations with regards to the data, annotations and
ground truth, as well as valuable participant feedback.

2. Related work

Several key works in the study of human perception of multimedia data have shown not only
an astonishing capacity for memorization from human viewers [1], but also that people tend
to retain very specific characteristics and details of the visual samples they are shown [2]. In
this context, numerous works have analyzed memorability from a computer vision standpoint,
targeting images [3, 4] and videos [5, 6]. Important developments in this domain also target
the use of physiological data like fMRI [5] and EEG [7]. Furthermore, researchers have studied
different sets of low- and high-level human understandable attributes and their correlation with
memorability, including but not limited to the presence of certain objects [8], photographic
quality and emotions [9], and natural scene types [10].

The Predicting Video Memorability task builds upon these findings and initial ideas, and,
in the previous five editions [11] has featured short- and long-term video memorability tasks,
multiple datasets including Memento10k [12], VideoMem [13], and a memorability annotated
subset of the 2019 TRECVid Video-to-Text dataset [14], each dataset featuring various modalities,
including visual, audio, and textual. Multiple facets of memorability prediction are studied
throughout the editions, manifested as three different subtasks: (i) a prediction subtask, which
asks participants to train their models on the training and validation subsets of one dataset,
and submit their runs for testing on the same dataset, (ii) the generalization subtask, where
participants train and validate their models on one dataset, and test generalization properties
on the testing subset of another dataset, and (iii) an EEG-based subtask where participants must
use EEG data in order to infer whether a certain viewer will memorize or not a given video.
Results thus far show some interesting trends. For the prediction subtask, results seem to reach a
plateau around Spearman’s rank correlation values of 0.7, making us theorize that the maximum
possible performance or values very close to that maximum potential have been reached. On
the other hand, results for the generalization task show lower performance. This leaves a lot
of room for development in this area of memorability, showing the need for researching less
dataset-specific systems. Finally, the EEG task, while it only has one full edition in 2022 and a
pilot edition in 2021, has shown some promising initial results.

3. Task description

Given the performance plateau registered on the prediction task, and the problems participants’
systems had on the generalization task, for this edition we propose to drop the prediction subtask,
thus allowing participants to focus the Generalization of memorability predictor systems (Sub-
task 1). We also continue the EEG-based prediction task (Sub-task 2), given its encouraging
start in the previous edition of MediaEval.

3.1. Subtask 1: Generalization

Sub-task 1 deals with the Generalization of memorability predictor systems, thus testing them
in a challenging scenario, but a scenario that would be closer to real-world applications. Partici-
pants are asked to train and validate their systems on the training and devset sections of the
Memento10k dataset, and submit their runs and predictions on the testset split of VideoMem.
Participants are allowed a maximum of 5 runs for this task. One of the runs must consist of



systems trained only with Memento10k data, while the other four can augment the training
dataset in any way the participants feel is necessary, as long as they do not use VideoMem data.

3.2. Subtask 2: EEG-based prediction

Participants must create systems that can automatically predict whether a given human subject
will remember a certain video or not on subsequent viewing, starting from the provided EEG
data. For each video, in addition to the specific EEG features, we also provide the identifier of
the volunteer, the label, and the id of the video that was being watched, so features from the
video available for the other subtasks can be used. There is an obligation however to include
EEG data in each system the participants develop for this task.

4. Datasets

This edition of the memorability task uses three datasets for its two subtasks. In the generaliza-
tion subtask, the Memento10k dataset is provided and used for system training and validation,
while the VideoMem dataset is used for system testing. On the other hand, the EEG subtask
uses human physiological data from the EEGMem dataset, that consists of human subjects’ EEG
responses recorded while watching videos from the Memento10k dataset. This Section presents
these datasets, the data they encompass, annotation protocols, and the features we provide
associated with each dataset.

The following set of pre-extracted features are provided along with the Memento10k and
VideoMem datasets, namely: (i) image-level features: AlexNetFC7 [15], HOG [16], HSVHist,
RGBHist, LBP [17], VGGFC7 [18], DenseNet121 [19], ResNet50 [20], EfficientNetB3 [21]; and
(ii) video-level features: C3D [22].

Given the different nature and modality of the EEG data, a different set of features is computed
and provided for this data: ERPs (i.e., EEG amplitudes at the start of the video), ERSPs (features
in the time-frequency domain, spanning the whole duration of the video), and images (also
conveying time-frequency information, but appropriate for feeding into a CNN or some other
sort of computer vision system).

4.1. Memento10k

The Memento10k dataset is an extensive and comprehensive dataset for investigating and
analysing video memorability. The dataset consists of a collection of 10,000 three-second real-
world video clips sourced from the Internet. Each video is accompanied by corresponding
short-term memorability scores, memorability decay values, action labels, and five human-
annotated captions. This dataset comprehensively encompasses the concept of memorability
throughout a range of presentation delays, from seconds to minutes. This provides valuable
insights into the temporal dynamics of memorability and how it changes over time. The short-
term memorability scores are derived from "Memento: The Video Memory Game" experimental
approach [9], involving crowdworkers tasked with identifying repeated videos, and are based
on their responses. On average, each video clip has been annotated with 90 annotations and the
dataset has a high level of human consistency, as indicated by a Spearman’s rank correlation
coefficient of 0.73.

From the Memento10k dataset [12] we will provide the training (7000 video samples) and
validation (1500 video samples) sets, which will be used as the official training and validation
(or development) sets of MediaEval 2023 Predicting Video Memorability task.



4.2. VideoMem

The VideoMem is a large-scale dataset composed of 10,000 soundless seven-second videos
created to predict short-term and long-term video memorability. The video clips were obtained
from a collection of cinematic raw stock footage, including different scenes from animals, food,
nature, people, and transportation. Every video is accompanied by a caption or its original title
with short-term and long-term memorability scores. The dataset aims to facilitate research
focused on understanding the memorability of videos and assessing methodologies for predicting
multimedia content memorability. A novel annotation protocol is demonstrated and both short-
term and long-term memorability performances are measured via recognition tests conducted
shortly after viewing the videos and 24-72 hours later, respectively [13].

From the VideoMem dataset the testing set (2000 video samples) will be provided and used as
the official training set for the competition.

4.3. EEGMem

The EEGMem [7] dataset is composed of EEG data collected from 12 subjects while watching a
subset of the Memento10k [12] dataset. The subjects are then asked to watch the same videos
through a custom-built online portal between 24–72 hours after the video-EEG recording session,
indicating whether they have recognised a video.

5. Evaluation

Two different metrics will be used as the main metrics for the proposed subtasks. Subtask 1 -
generalization will use three metrics, namely Spearman’s rank correlation, Pearson correlation,
and mean squared error. Similar to the previous editions of the Memorability task, Spearman’s
rank correlation will be used as the official main metric for subtask 1. Subtask 2 - EEG will use
the Area Under the Receiver Operating Characteristic Curve as the official metric.

6. Conclusions

This paper presents the sixth edition of the MediaEval Predicting Video Memorability task.
This year’s edition proposes two subtasks, one based on the generalization of memorability
prediction systems, and another one based on EEG data generated through the anaysis of human
subjects.
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