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Abstract
The increase in the amount of data makes it necessary to develop new methods of their processing. In
telecommunications and radio engineering, this trend is associated with the complication of signals for
the transmission of messages and an increase in the measurement parameters of both the equipment itself
and the processes of its operation. During the operation of information transmission systems, the task of
evaluating the parameters of the received signals, which are usually affected by interference, is important.
This paper considers the problems of synthesis and analysis of a data processing method for estimating
the parameters of multimodal distributions. The problem of synthesis is considered on the example of
the trimodal probability density function of the sample population, which includes chaotic impulse noise
of positive and negative polarity. The problem of analysis is solved on the basis of statistical simulation.
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1. Introduction

The development of Industry 4.0 is accompanied by an increase in data volumes in all its systems
[1, 2]. The capabilities of monitoring systems and computing systems make it easy to collect,
store and process these data [3, 4]. Intelligent data processing technologies give the opportunity
to implement the principles of data-driven decision-making [5], which significantly increases
the efficiency of using equipment for its intended purpose.

Information and measurement systems with use of statistical data processing technologies
solve problems of testing hypotheses, detection, estimation and measurement of distribution
parameters, filtration and extrapolation, pattern recognition, and others [6]. To ensure the
efficient functioning of measured data processing structures, it is advisable to have a priori
information about the parameters that characterize the distribution 𝑓(𝑛) of the noise component
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[7]. If such information is missing, then it is necessary to have estimates of the parameters of
the probability density function (PDF) 𝑓(𝑛) [8].

The analysis showed that it is quite difficult to obtain an analytical solution to the problem of
synthesizing an algorithm for estimating PDF parameters within the framework of any of the
known methods of estimation theory if the type of PDF is non-Gaussian [9, 10]. Therefore, this
paper considers the problem of synthesizing a suboptimal method for estimating PDF parameters
based on a combination of using the method of moments and the method of quantiles.

2. Literature review and problem statement

During the operation of radioelectronic and telecommunication systems, control actions are
formed to maintain the efficiency of using the equipment for its functional purpose [11, 12].
Control actions are formed based on the results of monitoring the condition of equipment,
components of the operation system, electromagnetic environment, and others [13]. As a rule,
information signals, parameters and data that characterize monitoring results are stochastic [14].
In radioelectronic and telecommunication systems, data can be associated with the trends of
changes in defining parameters, reliability indicators, and information signals for transmitting
messages [15, 16].

While measuring the defining parameters and reliability indicators, control and measuring
equipment is used, which can be located close to or remote from the equipment [17, 18]. In this
case, interference is possible, which is observed especially when monitoring the electromagnetic
environment [19, 20]. Data transmission channels may also be subject to interference influence
[21]. Interference distorts objective data about the state of radioelectronic and telecommuni-
cation systems [22, 23]. Data processing algorithms must be developed on the principles of
adaptation and readiness to process data with noise [24, 25].

For adaptation, it is necessary to estimate the interference parameters, and for this we need
appropriate estimation algorithms [26].

The literature presents a wide variety of methods for estimating distribution parameters.
Among these methods are [6, 7, 27]:

1. Maximum likelihood method.
2. Method of moments.
3. Method of maximum posterior probability.
4. Method of quantiles.
5. Heuristic methods and others.

Let us consider the generalized statement of the problem of this paper. The block diagram of
data processing includes a number of algorithms

−−−−−−−−→
𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠(

−−−→
𝐷𝑎𝑡𝑎/𝑠𝑖𝑔𝑛𝑎𝑙, 𝑛𝑜𝑖𝑠𝑒). Knowl-

edge of signal and noise patterns is the key to high-quality and efficient data processing for
decision-making. In this case, we can consider a generalized operator that generates efficiency
estimates and is associated with the functioning of data processing algorithms

−−−−−−−−→
𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = Θ(

−−−−−−−−→
𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚𝑠(

−−−→
𝐷𝑎𝑡𝑎/𝑠𝑖𝑔𝑛𝑎𝑙, 𝑛𝑜𝑖𝑠𝑒)). (1)

Evaluation and optimization of the efficiency is a complex task, so in this paper we will
consider the problem of estimating the noise parameters for a given signal-interference situation.
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3. Synthesis of data processing method for estimating the
parameters of multimodal distributions

While solving problems of statistical data processing, a following model is often used for
describing samples of measurement information

𝑦(𝑡) = 𝑠(𝑡) + 𝑛(𝑡).

where 𝑦(𝑡) is observable process; 𝑠(𝑡) is signal component, which reflects the objective process
of changing the properties of the phenomenon under study; 𝑛(𝑡) is noise component, which is
caused by errors in control and measuring equipment and the presence of interference in the
measuring circuits.

Analysis of measurement data shows that the noise component may include chaotic pulsed
noise of both positive and negative polarity relative to the nominal level. For this case, the noise
component can be characterized by the PDF of the following form

𝑓(𝑛) = (1− 𝑝1 − 𝑝2)𝑁(𝑚1(𝑛) = 𝑈+ = 𝑈− = 0, 𝜎(𝑛/𝑈+ = 𝑈− = 0))+

+ 𝑝1𝑁(𝑚1(𝑛) = 𝑈+, 𝜎(𝑛/𝑈+ = 𝑈− = 0)) + 𝑝2𝑁(𝑚1(𝑛) = 𝑈−, 𝜎(𝑛/𝑈+ = 𝑈− = 0)), (2)

where 𝑁(𝑚1(𝑛) = 𝑈+ = 𝑈− = 0, 𝜎(𝑛/𝑈+ = 𝑈− = 0)) is normal PDF of sample values in
case when chaotic pulsed noise is absent; 𝑁(𝑚1(𝑛) = 𝑈+, 𝜎(𝑛/𝑈+ = 𝑈− = 0)) is normal PDF
of sample values in case when chaotic pulsed noise is occurred with positive amplitude 𝑈+ and
average value of probability of pulsed noise presence 𝑝1; 𝑁(𝑚1(𝑛) = 𝑈−, 𝜎(𝑛/𝑈+ = 𝑈− = 0))
is normal PDF of sample values in case when chaotic pulsed noise is occurred with negative
amplitude 𝑈− and average value of probability of pulsed noise presence 𝑝2; 𝜎(𝑛/𝑈+ = 𝑈− = 0)
is standard deviation for noise component for those values of the sample for which chaotic
pulsed noise is absent; 𝑚1(𝑛) is expected value of noise component.

As can be seen, equation (2) is a weighted sum of three normal distributions. In this case,
the noise component is a non-stationary random process, which in general depends on time.
Therefore, to simplify mathematical calculations, we will make the assumption that the mixture
of the noise component is stationary. Then the data sample is homogeneous, and its mathematical
expectation and standard deviation do not depend on time. It should be noted that for the
example under consideration, five parameters need to be estimated, namely 𝜎(𝑛/𝑈+ = 𝑈− =
0), 𝑈+, 𝑈−, 𝑝1, 𝑝2 . In addition, we will assume that between the parameters 𝜎(𝑛/𝑈+ = 𝑈− =
0), 𝑈+, 𝑈− the following relationship exists

|𝑈+| ⩾ 3𝜎(𝑛),

|𝑈−| ⩾ 3𝜎(𝑛).

The procedure for synthesizing a method for estimating PDF parameters consists of two stages.
The estimation algorithm is based on a fixed and known sample size 𝑚. At the same time, we
believe that when forming a training sample −→𝑦𝑚, there is no signal component in the measured
process. Then the PDF of the mixture will coincide with the PDF of the noise (2). The estimation
algorithm splits the original sample into two parts. In this case, the first part contains samples
of the positive region, and the second contains negative values of samples.

146



In accordance with this assumption, when comparing samples 𝑦𝑖 with a zero threshold, two
samples are formed 𝑦𝑚+ and 𝑦𝑚−. Let’s denote the sample 𝑦𝑚+ values as 𝑦𝑖1, and the sample
𝑦𝑚− values as 𝑦𝑖2.

The sample size 𝑚+ corresponds to the situation when 𝑦𝑖 > 0; the sample size c 𝑚−
corresponds to the situation when 𝑦𝑖 ⩽ 0. In general, the equation 𝑚+ +𝑚− = 𝑚 is correct.

For the estimation method, two pairs of sampling thresholds are presented, namely 𝑉1+, 𝑉2+

and𝑉1−, 𝑉2−. A possible view of the PDF 𝑓(𝑛) and the location of the thresholds𝑉1+, 𝑉2+, 𝑉1−, 𝑉2−
is shown schematically in figure 1.

Figure 1: The view of the PDF 𝑓(𝑛) and the location of the thresholds for initial sample.

The thresholds 𝑉1+, 𝑉2+ can be choosen using following conditions:⎧⎨⎩
𝑉1+ < 𝑉2+,

𝜎(𝑛) < 𝑉1+ < 2𝜎(𝑛)),
3𝜎(𝑛) < 𝑉2+ < 𝑈+.

(3)

This means that the threshold 𝑉1+ should not exceed the samples of that part of the chaotic
impulse noise, the mathematical expectation of which is zero, and the threshold 𝑉2+, in addition,
should not exceed the samples of that part of the chaotic impulse noise, the mathematical
expectation of which is 𝑚1(𝑦) = 𝑚1(𝑛) = 𝑈+. Similar considerations for choosing thresholds
𝑉1−, 𝑉2− take place for samples 𝑦𝑖 ⩽ 0.

Sample populations −→𝑦1 and −→𝑦2 have a probabilistic description that is different from that used
for the noise term in equation (2).

In particular case, for training sample −→𝑦1 when 0 < 𝑦𝑖 < ∞ one-dimensional PDF of 𝑦𝑖1 has
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the following form⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

𝑓(𝑦1/𝑝1+, 𝑈+, 𝜎(𝑦1)) = (1− 𝑝1+)
2√

2𝜋𝜎(𝑦1)
𝑒𝑥𝑝(− 𝑦21

2𝜎2(𝑦1)
)+

+𝑝1+
1√

2𝜋𝜎(𝑦1)
𝑒𝑥𝑝(− (𝑦1−𝑈+)2

2𝜎2(𝑦1)
),

−→𝑦1 > 0,
𝑝1+ = 𝑝1

𝐴1
,

𝐴1 =
∫︀∞
0 𝑓(𝑦/𝑝1, 𝑝2, 𝑈+, 𝑈−, 𝜎(𝑦))𝑑𝑦,

(4)

where 𝑝1+ is the average probability of the appearance of chaotic pulse noise of positive polarity
with an average amplitude 𝑈+ for the samples 𝑦1𝑖 that satisfy the condition 𝑦1𝑖 > 0; 𝐴1 is
normalization factor, which takes into account the truncated nature of the PDF; 𝜎(𝑦1) is standard
deviation of sample 𝑦1𝑖 that coincides with standard deviation 𝜎(𝑦) of initial PDF (2).

The PDF (4) is a weighted sum of two distributions: 1) truncated normal and 2) normal,
which corresponds to the chaotic pulse noise of positive polarity with the average amplitude
𝑈+. Taking into account the form of the original PDF (2), the truncated normal distribution
corresponds to the situation of the absence of chaotic pulse noise of positive polarity.

The number of unknown parameters of PDF (4) is equal to three, not counting the normaliza-
tion factor 𝐴1, the estimate of which can be obtained using the quantile method in accordance
with the following formulas:

𝐴*
1 =

1
𝑚

𝑚∑︁
𝑖=1

𝜉𝑖;

𝜉𝑖 =

{︂
1, 𝑦𝑖 > 0,
0, 𝑦𝑖 ⩽ 0;

𝑚+ =

𝑚∑︁
𝑖=1

𝜉𝑖.

Taking into account the conditions for setting discretization thresholds (2), we will obtain
a system of three equations for unknown parameters 𝑝1+, 𝑈+, 𝜎(𝑦1) using two estimation
methods: the method of moments and the method of quantiles. In accordance with the quantile
method, we equate the sample estimate ℎ*1(0 < 𝑦1𝑖 ⩽ 𝑉1+) of the probability of not exceeding
the threshold 𝑉1+ to a theoretically determined value ℎ1(0 < 𝑦1𝑖 ⩽ 𝑉1+) , taking into account
PDF (4).

The second equation of the system is obtained after equating the values of ℎ*2(0 < 𝑦1𝑖 ⩽ 𝑉2+)
and ℎ2(0 < 𝑦1𝑖 ⩽ 𝑉2+). For the third equation of the system, we use the method of moments
within the framework of the first initial moment of the random variable 𝑦1𝑖. The system of
equations will take the following form:⎧⎪⎪⎪⎨⎪⎪⎪⎩

ℎ*1+ =
∫︀ 𝑉1+

0 (1− 𝑝1+)
1√

2𝜋𝜎(𝑦1)
exp

(︁
− 𝑦21

2𝜎2(𝑦1)

)︁
𝑑𝑦1,

ℎ*2+ = (1− 𝑝1+) +
∫︀ 𝑉2+

0
𝑝1+√

2𝜋𝜎(𝑦1)
exp

(︁
− (𝑦1−𝑈+)2

2𝜎2(𝑦1)

)︁
𝑑𝑦1,

𝑚*
1 (𝑦1/0 < 𝑦1 < ∞) = (1− 𝑝1+)

√︁
2
𝜋𝜎 (𝑦1) + 𝑝1+𝑈+,

(5)
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where

𝑚*
1 (𝑦1) =

∑︀𝑚+
𝑖=1 𝑦1𝑖
𝑚+

;ℎ*1+ =

∑︀𝑚+
𝑖=1 𝜉

/
𝑖

𝑚+
;ℎ*2+ =

∑︀𝑚+
𝑖=1 𝜉

//
𝑖

𝑚+
;

𝜉
/
𝑖 =

{︂
1, 0 < 𝑦𝑖 ≤ 𝑉1+,
0, 𝑦𝑖 > 𝑉1+;

𝜉
//
𝑖 =

{︂
1, 0 < 𝑦𝑖 ≤ 𝑉2+,
0, 𝑦𝑖 > 𝑉2+.

Note that the first equation in the system (5) is obtained under the condition⎧⎪⎪⎨⎪⎪⎩
𝛽2 ≤ 𝛽1,

𝛽1 = (1− 𝑝1+)
∫︀ 𝑉1+

0
1√

2𝜋𝜎(𝑦1)
exp

(︁
− 𝑦21

2𝜎2(𝑦1)

)︁
𝑑𝑦1,

𝛽2 = 𝑝1
∫︀ 𝑉1+

0
1√

2𝜋𝜎(𝑦1)
exp

(︁
− (𝑦1+−𝑈+)2

2𝜎2(𝑦1)

)︁
𝑑𝑦1.

When calculating integrals in the system of equations (5), we can utilize the Laplace form of
the probability integral. In this case, we employ a linear approximation of the Laplace form
probability integral in the following way

Φ (𝑥) =
1√
2𝜋

∫︁ 𝑥

−∞
𝑒−

𝑧2

2 𝑑𝑧 = 𝑘 (𝑥+ 𝑎) 𝑓𝑜𝑟 − 𝑎 ≤ 𝑥 ≤ 𝑎. (6)

The parameter 𝑘 in equation (6) is chosen in such a way that the condition 𝑓(𝑥 = 0) = 0.5
is satisfied when 𝑥 = 0. In particular, for 𝑎 = 2, the parameter 𝑘 = 1/4, and for 𝑎 = 3, the
parameter 𝑘 = 1/6.

In general, linear approximations of the probability integral in Laplace form can have different
values of the parameter 𝑘 in equation (6). Therefore, we assume that in formula (5) when
determining ℎ*1+ and ℎ*2+ we use the following approximation{︂

Φ (𝑦1) = 𝑘1 (𝑦1 + 𝑎1) ,
Φ (𝑦1) = 𝑘2 (𝑦1 + 𝑎2) .

The solution of the system of equations (5) will yield the following expressions for determining
the desired parameters of PDF (4)⎧⎪⎪⎨⎪⎪⎩

𝜎* (𝑦1) =
[︁
−𝐸2 ±

(︀
𝐸2

2 − 4𝐸1𝐸3

)︀1/2]︁
(2𝐸1)

−1 ,

𝑝*1+ = 1− ℎ*1+𝜎
* (𝑦1) (2𝑘1𝑉1+)

−1 ;

𝑈*
+ =

[︁
𝑚*

1 (𝑦1)− (1− 𝑝*1)𝜎
* (𝑦1)

√︁
2
𝜋

]︁
(𝑝*1)

−1 ,

; (7)

where

𝐸1 = ℎ*1

(︃
1 + 𝑘2

√︂
2

𝜋
− 𝑘2𝑎2

)︃
;

𝐸2 = 2𝑘2𝑎2𝑘1𝑉1+ − ℎ*1+𝑘2𝑉2+ − 2ℎ*2+𝑘1𝑉1+;

𝐸3 = 2𝑘1𝑉1+𝑘2 [𝑉2+ −𝑚*
1 (𝑦1)] .
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The presented equation are also valid for the 𝑦2𝑖 values, which correspond to the training dataset
𝑦𝑛−.

According to the equation (7), it follows that there is uncertainty in choosing the sign in
front of the square root in the formula for estimation of 𝜎*(𝑦1). The conditions for choosing
the sign before the square root were determined based on the results of statistical modeling of
algorithms (7). It should be noted that when implementing the data processing algorithm, we
obtain two estimates of the standard deviation of the noise component, characterized by the
Gaussian PDF of its values: 𝜎*(𝑦1) after processing the counts from the sample 𝑦𝑛+ and 𝜎*(𝑦2)
after processing the counts from the sample 𝑦𝑛−. The final estimate of the standard deviation
sigma(y) 𝜎*(𝑦) for the PDF (2) is obtained as the arithmetic mean of these estimates, i.e.

𝜎* (𝑦) =
𝜎* (𝑦1) + 𝜎* (𝑦2)

2
. (8)

For the parameter estimation algorithm (7), it should be noted that figure 2 shows a scheme
of additional processing of information regarding the values of parameters 𝜎*(𝑦1), 𝑝1+, 𝑈

*
+,

obtained as a result of the data processing algorithm implementation. The data processing
algorithm initially calculates estimates for 𝜎*

(+)(𝑦1), 𝑝
*
(+)1+, 𝑈

*
(+)+, when the "+" sign appears

before the square root in (7), and estimates for 𝜎*
(−)(𝑦1), 𝑝

*
(−)1+, 𝑈

*
(−)+, when the " −" sign

precedes the square root in (7).

Figure 2: The scheme of additional processing of information regarding the values of parameters.
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Thus, when forming the desired estimates of the five parameters of PDF (2)𝜎(𝑦), 𝑈*
−, 𝑈

*
+, 𝑝

*
1, 𝑝

*
2,

the original training dataset 𝑦𝑚 is divided into two subsets: 𝑦𝑚+ and 𝑦𝑚−. Then, based on
data processing from the 𝑦𝑚+ subset, taking into account the information processing scheme
(figure 2), we estimate a portion of the desired parameters 𝑈*

+, 𝑝
*
1, as well as estimate 𝜎*(𝑦1).

Based on data processing from the 𝑦𝑚− subset, according to the information processing scheme
(figure 2), we estimate a portion of the desired parameters 𝑈*

−, 𝑝
*
2, as well as estimate 𝜎*(𝑦1).

Then, considering eqution (8), we determine the final estimate of 𝜎*(𝑦). The additional in-
formation processing scheme (figure 2) is constructed using known rules of algebraic logic.
We assume that if the 𝑝*(+)1+ > 0.1, 𝜎*

(+)(𝑦1) > 0, 𝑈*
(+)+ > 1, 𝑥 = 𝑈*

(+)+/𝜎
*
(+)(𝑦1) > 2 are

simultaneously fulfilled, this corresponds to the situation of forming the logical "one". Simi-
larly, if the conditions 𝑝*(−)1+ > 0.1, 𝜎*

(−)(𝑦1) > 0, 𝑈*
(−)+ > 1, 𝑥 = 𝑈*

(−)+/𝜎
*
(−)(𝑦1) > 2 are

simultaneously fulfilled, this also corresponds to the situation of forming the logical "one".

4. Analysis of data processing method for estimating the
parameters of multimodal distributions

The analysis of methods for estimating parameters is carried out on the basis of finding the
statistical characteristics of the estimates. The most complete one is the probability density
function of estimate. However, finding it causes significant difficulties when solving the analysis
problem analytically.

In this research, the problem of analyzing the method for estimating five parameters of the
PDF was solved on the basis of statistical simulation.

Statistical simulation was performed for 1000 iterations. During the simulation, the following
values of the parameters of the estimation algorithm were selected:

𝑉1+ = 1;𝑉2+ = 5;𝑉1− = −1;𝑉2− = −5; 𝑘1 =
1
3 ; 𝑎1 = 1.5; 𝑘2 =

1
6 ; 𝑎2 = 3.

The simulation process was carried out in the following sequence:

1. Generating three independent normal random variables in accordance with PDF (2).
2. Formation of uniform random variable in the interval [0; 1] and comparing it with

thresholds in accordance with the values 𝑝1 and 𝑝2.
3. Obtaining a dataset of the noise component.
4. Checking the conditions according to figure 2.
5. Dividing the dataset into two datasets.
6. Estimation of unknown PDF parameters according to formulas (7).
7. Finding the expected values and standard deviations of PDF parameter estimates.

The results of statistical simulation are presented in table 1.
Table 1 contains six options of initial parameters of PDF (2). The numerical values of parame-

ters are shown in table 2.
In general, the simulation results indicate the efficiency of the proposed method for estimating

the parameters of the PDF of the noise component. The advantage feature is the low value
of the estimates bias and the low level of the standard deviation. To increase the efficiency of
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Table 1
The results of statistical simulation.

Initial parameters Expected value / standard deviation of PDF parameter estimate

Estimated parameters 𝜎*(𝑦) 𝑈*
+ 𝑈*

− 𝑝*1 𝑝*2
Option 1 0.94 / 0.15 4.75 / 0.81 4.22 / 0.79 0.28 / 0.069 0.24 / 0.069
Option 2 0.99 / 0.12 4.81 / 0.42 4.48 / 0.54 0.27 / 0.051 0.26 / 0.047
Option 3 0.81 / 0.14 6.21 / 0.72 5.44 / 1.12 0.23 / 0.064 0.24 / 0.066
Option 4 0.83 / 0.14 6.38 / 0.67 5.39 / 1.07 0.21 / 0.057 0.25 / 0.039
Option 5 0.83 / 0.106 2.64 / 0.24 4.19 / 0.99 0.34 / 0.067 0.21 / 0.073
Option 6 0.84 / 0.085 2.72 / 0.17 4.02 / 0.49 0.32 / 0.049 0.21 / 0.042

Table 2
The numerical values of parameters.

Option number 𝜎(𝑦) 𝑈+ 𝑈− 𝑝1 𝑝2 𝑚

1 1 5 4 0.25 0.25 50
2 1 5 4 0.25 0.25 100
3 1 7 5 0.2 0.25 50
4 1 7 5 0.2 0.25 100
5 1 3 4 0.3 0.2 50
6 1 3 4 0.3 0.2 100

estimation more accurate techniques of approximation can be used, for example considered in
[28].

5. Conclusions

The paper is devoted to the problem of synthesis and analysis of the method for estimating the
parameters of multimodal distribution. Such distributions are often used to describe non-Gausian
noise. The paper considers the specific example of interference in the form of chaotic pulsed
interference with positive and negative polarity values. Such noise case can be described by a
five-parameter PDF according to Tukey’s model as a weighted sum of three normal distributions.

The synthesis of the method for estimating the five parameters of the PDF was carried out
based on the use of the method of moments and the method of quantiles, which made it possible
to obtain the system of equations containing the estimation parameters. The numerical solution
of the equations was made possible by approximating the probability integral using the linear
function.

The analysis of the method for estimating the five parameters of the PDF was carried out on
the basis of statistical simulation. The simulation results have showed satisfactory estimation
results.
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