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Abstract  
The article discusses the task of classifying projectiles (A - (a-ammunition), A/M - (a/m-ammunition), 
A/P - (armor-piercing), A/PС - (armor-piercing-cumulative), M - (m-ammunition), P - (armor-piercing 
ammunition)) using an MLP perceptron with the aim of determining the type of projectile (artillery or 
missile). This allows: the military to quickly respond and apply an effective strategy and tactics during 
military operations; civilian organizations and law enforcement agencies to determine whether a 
projectile has a potentially dangerous nature that can pose a threat to the safety of citizens; in regions 
with military conflict or after its completion, it is important to identify unexploded projectiles for their 
safe removal and disposal; scientific institutions to study the properties and characteristics of new types 
of projectiles. 
The classification of projectiles was carried out using an MLP perceptron with two-, three-, five-, six- 
hidden layers, which have respectively the number of neurons (33 and 8), (33, 16 and 8), (33, 16, 16 and 
8), (33, 16, 16, 16 and 8) with activation functions relu, logistic, tanh. 
The dependence of the accuracy of projectile classification on the number of hidden layers for activation 
functions relu, logistic, tanh was experimentally investigated. 
It is shown that the highest accuracy of projectile classification (95.9%) is achieved by a neural network 
with two hidden layers and the number of neurons 33 and 8 with Tanh activation functions respectively 
and an output layer with six neurons with the Softmax activation function. 
The results of the study of the influence of the components of the input feature vector (x1 - position_x1, 
x2 - position_y1, x3 - position_h1, x4 – velocity, x5 - taget_class, x6 - explosion_x2, x7 - explosion_y2, x8 
- explosion_h2, x9 – hour, x10 – minute, x11 – second, x12 - angle_big_tick, x13 - angle_small_tick, x14 - 
angle_degrees, x15 - angle_rotation_degrees, x16 - distance_2d, x17 - distance_3d, x18 - flight_time) on 
the accuracy of classification are visualized in the form of diagrams. The height, speed, and angle have 
the greatest influence on the values of the outputs of neurons in the output layer. 
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1. Introduction 

The task of neural network classification of projectiles (A - (a-ammunition), A/M - (a/m-
ammunition), A/P - (armor-piercing), A/PС - (armor-piercing-cumulative), M - (m-ammunition), 
P - (armor-piercing ammunition) is relevant, as its solution automatically solves the problem of 
determining the type of projectile [1] (artillery or missile) for choosing an effective strategy and 
tactics during military operations, for safe removal and disposal of unexploded projectiles, and 
for studying the properties and characteristics of new types of projectiles.  
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The aim of the work is to develop an optimized morphology of the MLP perceptron to ensure 
high accuracy metrics (accuracy, precision, recall, f1-score) when classifying projectiles. The 
optimization of the MLP perceptron morphology is achieved by determining the necessary 
number of hidden layers [2] and the number of neurons in them with corresponding activation 
functions. 

2. Related works 

In the context of modern technological products and the needs of the defense sector, the task of 
data classification, in particular the determination of types of projectiles, is an important task [3]. 
A literature review indicates the widespread use of machine learning methods, particularly 
classification, in solving similar tasks in the defense sector [4].  

The training sample was formed by choosing a multifunctional complex with flexible hardware 
and algorithmic support that easily adapts to perform various combat tasks - 1L220U-KS [5]. The 
following technical characteristics of this complex were considered to generate data on which the 
neural network model can be trained.  

Main technical characteristics of the 1L22OU-KS/IL22OU complex [5]: 

 

Figure 1: Main technical characteristics of the 1L22OU-KS/IL22OU complex 
 

After analyzing the characteristics of such a complex, the following tasks can be identified for 
which data can be generated based on materials [5]: classification of target types, classification of 
types of vehicles, reconnaissance of the range. Data will be generated for the classification of 
projectiles. 

3. Materials and methods 

The coordinates position_x1 (x coordinates from where the projectile was launched), position_y1 

(y coordinates from where the projectile was launched), position_h1 (height h from where the 
projectile was launched), explosion_x2  (x coordinates where the explosion occurred), 
explosion_y2 (y coordinates where the explosion occurred), explosion_h2 (height h where the 
explosion occurred) are initially generated in the SK-42 coordinate system - a cartographic 
coordinate system [6].  

It divides the earth's surface into 60 numbered zones each 6 degrees of longitude wide. The 
values of the extreme meridians of six-degree zones will have values: the first zone 0 - 6 °, the 
second zone 6 - 12 °, the third zone 12 - 18 ° and so on.  

To convert coordinates from the SK-42 system to the WGS84 system (longitude and latitude), 
you can use the converter: https://sk42.org/en/. This converter uses the ST_Transform() postgis 
method, which converts the output coordinates of SK-42, the SK-42 zone to latitude and 
longitude.  

For example, coordinates: SK-42: 5445007, 07366730 with zone: SK-42: 7 will be converted 
to latitude: 49.122917949468516, longitude: 37.172574626199335. In this work, coordinates in 
the SK-42 system will be used for training and testing.  
 

https://sk42.org/en/


Table 1  
Vector of input features for projectile classification (А – 1, А/М – 2, А/Р – 3, А/РС – 4, М – 5, Р – 6) 

№ Components of the input feature vector Units of measurement for input 
feature components 

1 position_x1 x coordinates from where the 
projectile was launched 

SK-42 

2 position_y1 y coordinates from where the 
projectile was launched 

SK-42 

3 position_h1 Height h from where the 
projectile was launched 

Height above sea level, 
measurement - meters 4 

4 velocity Projectile speed Measurement – m/s  

5 taget_class Projectile class [А,А/М,А/Р, 
А/РС,М,Р] 

6 explosion_x2 x coordinates where the 
explosion occurred 

SK-42 

7 explosion_y2 y coordinates where the 
explosion occurred 

SK-42 
 

8 explosion_h2 Height h where the explosion 
occurred 

Height above sea level, 
measurement - meters 

9 hour Hour of projectile launch  Hours in 24-hour time format 
(16:45:56) 

10 minute Minute of projectile launch  Minutes in 24-hour time format 
(16:45:56) 

11 second Second of projectile launch Seconds in 24-hour time format 
(16:45:56) 

12 angle_big_tick Large division of the protractor One division of the protractor = 
3.6’. One large division of the 
protractor = 360’ = 6° 

13 angle_small_tick Small division of the protractor One division of the protractor = 
3.6’. One large division of the 
protractor = 360’ = 6° 

14 angle_degrees Angle in degrees Measurement - degrees, from 0 to 
360 

15 angle_rotation_degrees Angle of rotation between 
position and point of explosion 

Measurement - degrees, from 0 to 
360 

16 distance_2d 2D distance between the initial 
position of the projectile and 
the point of its explosion 

Measurement - meters 

17 distance_3d 3D distance between the initial 
position of the projectile and 
the point of its explosion 

Measurement - meters 

18 flight_time Flight time of the projectile Measurement - seconds 

 
The division of the protractor ("thousandth") is a central angle, the length of the arc of which 

is equal to 1/6000 of the length of the circle. The formula for calculating the angle in degrees 
(angle_degrees) uses both the large and small part of the angle, which allows you to get complete 
information about the position and orientation of the data.  

The length of the arc of angle ∪AB of one protractor division is equal to: 

∪AB = 
2𝜋𝑅

6000
=  

2 ∙ 3,14 ∙ 𝑅

6000
=  

1

955
𝑅 = 0,001105𝑅 ≈ 0,001𝑅, (1) 



During practical calculations, it is convenient to assume that the length of the arc 
corresponding to one division of the protractor is equal to 1/1000 of the radius by which the 
circle is drawn. Therefore, the division of the protractor is also called a "thousandth". A circle 
contains 6000 divisions of the protractor, or 6000 "thousandths". However, such rounding 
introduces a systematic error of 4.5% (rounded - 5%) [7]. 

So, the central angle, which is based on an arc equal to 0.001 R, that is, a division of the 
protractor, is called a thousandth.  

A circle contains 360°, or 21600'. One division of the protractor is equal to 21600/6000 = 3.6'. 
One large division of the protractor is equal to 3.6·100 =360’ = 6°. One degree is approximately 
equal to 6000/360 = 16.66 p.k. = 17 p.k. (P.k. - division of the protractor). To convert angle values 
expressed in protractor divisions to values expressed in degrees and minutes, and vice versa, the 
following ratios are used: 60-00 =360°, 30-00 = 180°, 15-00 = 90°, 1-00 = 6°, 0-01 = 3.6'  

 
Table 2  
Vector of output features for projectile classification (А – 1, А/М – 2, А/Р – 3, А/РС – 4, М – 5, Р – 6) 

 

4. Data preprocessing 

For the data preprocessing, criteria will be defined using Table 1 and Table 2.  
Before the data processing for the classification of projectiles collected from the 1L220U-KS 

complex, it is necessary to perform the generation of new values. This is done to increase the size 
of the training set and help the MLPClassifier_2HL_T neural network acquire generalizing 
properties.  

The generation of new values uses the method of pseudo-random noise with a normal 
distribution. New values are generated closer to the values in the training sample, taking into 
account the standard deviation of each characteristic.  

Generation of a new value: 
𝑉𝑖

∗ =  𝑉𝑖 + 𝜎𝑖  ∙ 𝑁(0,1), (2) 
where 𝑉𝑖

∗ – is the new value of the i-th characteristic, 𝑉𝑖 – is the initial value of the i-th 
characteristic, 𝜎𝑖 – is the standard deviation of the i-th characteristic, 𝑁(0,1) – is the function for 
generating pseudo-random values with a normal distribution (mean = 0, standard deviation = 1).  

Calculation of the standard deviation: 

𝜎𝑖 =  √
∑(𝑉𝑖 −  𝜇𝑖)2

𝑁
, (3) 

where 𝑉𝑖 – is the i-th value of the characteristic, 𝜇𝑖  – is the mean value of the i-th characteristic, 
N – is the size of the training sample. 

In this article, data were generated: position_x1, position_y1, position_h1, velocity, taget_class, 
explosion_x2, explosion_y2, explosion_h2, hour, minute, second, angle_big_tick, angle_small_tick, 
angle_degrees, angle_rotation_degrees, distance_2d, distance_3d, flight_time from the study [5] 
for the classification of projectiles based on data from the 1L220U device. The parameter values 
are given in Table 1. 

Normalization: 

𝑉′ =  
𝑉𝑖 − 𝜇𝑖

𝜎𝑖
, (4) 

№ Output feature vector components Output feature vector labels 

1 class Projectile class [A - 1 (ammunition), A/M - 2 (a/m-ammunition), 
A/R - 3 (armor-piercing), A/RC - 4 (armor-piercing-
incendiary), M - 5 (ammunition), R - 6 (armor-
piercing ammunition)] 



where 𝑉′ - is the normalized value of the i-th characteristic, 𝑉𝑖 – initial value of the i-th 
characteristic, 𝜇𝑖  – is the mean value of the i-th characteristic, 𝜎𝑖 is the standard deviation of the 
i-th characteristic. 

Each row of the table needs to be checked for compliance with certain conditions: validity of 
time, coordinates, velocity, angle, and others. This allows identifying and filtering acceptable data 
rows. 

The training dataset will contain the following characteristics: 
Initial projectile coordinates: position_x1: X coordinate of the initial point, position_y1: Y 

coordinate of the initial point, position_h1: Z coordinate, height of the initial projectile position. 
Velocity: velocity: projectile velocity. 
Target class: target_class: class of the target aimed at by the projectile (categorical variable).  
Coordinates of the final projectile position: explosion_x2: X coordinate of the final point, 

explosion_y2: Y coordinate of the final point, explosion_h2: Z coordinate, height of the final 
projectile position.  

Time: hour: hour of projectile launch, minute: minute of projectile launch, second: second of 
projectile launch.  

Angles: angle_big_tick, angle_small_tick, angle_degrees, angle_rotation_degrees. 
 Distances: distance_2d: 2D distance between initial and final points, distance_3d: 3D distance 

between initial and final points.  
Flight time: flight_time: projectile flight time. 
For neural network training, the launch time was divided separately into hours: hour, minutes: 

minute, seconds: second, and these values were saved in separate columns.  
The angle value was also divided into two parts: the large (angle_big_tick) and small 

(angle_small_tick) divisions of the angle, calculation of the total angle in degrees (angle_degrees), 
using the values angle_big_tick and angle_small_tick for an accurate calculation of the angle. 

These transformations are aimed at increasing the data set and reflecting new aspects that 
may be important for further research and modeling, as shown in Table 1.  

The rotation angle (angle_rotation_degrees) is a parameter that defines the rotation angle 
between the position and the point of explosion, which can be important when considering the 
trajectory of the projectile. The distances between the position and the point of explosion are 
calculated to determine the spatial position of the projectile. This data can be useful in analyzing 
the trajectory and impact of the projectile – 2D and 3D distances. 

Calculation of 2D and 3D distances between the position and the point of explosion: 
 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒2𝑑 =  √(𝑒𝑥𝑝𝑙𝑜𝑠𝑖𝑜𝑛𝑥 −  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑥)2 + (𝑒𝑥𝑝𝑙𝑜𝑠𝑖𝑜𝑛𝑦 − 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑦)
2

, (5) 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒3𝑑 =  √𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒2𝑑
2 +  (𝑒𝑥𝑝𝑙𝑜𝑠𝑖𝑜𝑛ℎ −  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛ℎ)2, (6) 

5. The architecture of the three-layer perceptron 

The three-layer perceptron architecture used for the classification of dynamic objects (A - 1, A/M 
- 2, A/R - 3, A/RC - 4, M - 5, R - 6) in the work is optimized in terms of the number of hidden layers 
and the number of neurons in them, with the following morphology: two hidden layers and one 
output layer. The input sensory layer has 18 neurons, because the input feature vector has 18 
components; the first hidden layer has 33 neurons with Tanh activation functions; the second 
hidden layer has 8 neurons with Tanh activation functions; the output layer has 6 neurons with 
Softmax activation functions, because 6 objects are classified. 



 

Figure 2: Three-Layer Neural Network Model 
 

Model Formula: 

𝑦𝑖 =  𝑓𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (∑ 𝑤𝑙𝑖  𝑓𝑡𝑎𝑛ℎ (∑ 𝑤𝑖𝑗 𝑓𝑡𝑎𝑛ℎ  (∑ 𝑤𝑗𝑘  𝑥𝑘

18

𝑘=1
)

33

𝑗=1
)

8

𝑖=1
)  𝑖 ∈ {1; 6}, (7) 

where yi – is an element of the output vector of probabilities related to each class of projectiles, 
fsoftmax – is the softmax activation function, ftanh – is the tanh activation function, wli – is an element 
of the weight matrix between the second hidden layer and the output layer, wij – is an element of 
the weight matrix between the first and second hidden layers,  wjk – is an element of the weight 
matrix between the input layer and the first hidden layer. The model receives the input feature 
vector  �̅� = (𝑥1, 𝑥2, … , 𝑥18), where x1 - position_x1, x2 - position_y1, x3 - position_h1, x4 – velocity, x5 
- taget_class, x6 - explosion_x2, x7 - explosion_y2, x8 - explosion_h2, x9 – hour, x10 – minute, x11 – 
second, x12 - angle_big_tick, x13 - angle_small_tick, x14 - angle_degrees, x15 - angle_rotation_degrees, 
x16 - distance_2d, x17 - distance_3d, x18 - flight_time. 

6. Experimental results and their analysis 

The experimental results investigated the influence of the number of hidden layers on the model's 
accuracy. The accuracy graph (Figure 3) showed that increasing the number of hidden layers 
improves the classification accuracy. The graph (Figure 3) displays three different activation 
functions: ReLU, Logistic, and TanH.  

As seen from the graph (Figure 3), the accuracy of MLP classifiers increases with the increase 
in the number of hidden layers with ReLU and TanH activation functions. However, after 3 hidden 
layers with Logistic activation functions, the accuracy of MLP classifiers starts to decrease. This 
happens because complex networks can be overly adapted to the training data and may not 
perform well on new data [8]. 

In this case (Figure 3), MLP classifiers with three and two hidden layers and TanH activation 
functions have the highest accuracy. To optimize computational resources, it is advisable to use 
an MLP classifier with two hidden layers and TanH activation functions.  

In the selected configuration, it showed high results on the test dataset. Tables 2 and 3 provide 
metrics for evaluating the accuracy of the three-layer neural network classifier using the Scikit-
Learn library. 



 

Figure 3: The dependence of the accuracy of projectile classification by the neural network on 
the number of hidden layers for 3 activation functions: ReLU, Logistic, and TanH for neurons in 
the first and second hidden layers. 
 
Table 3 
Evaluation of the accuracy of neural network classifiers with the Scikit-Learn library on the training 
dataset obtained based on the relationships of formulas 2-4 

Morphology of the 
Multilayer Perceptron 

Training set: 
accuracy 

Training set: 
precision 

Training set: recall Training set: 
f1-score 

3 hidden layers, tanh 
activation function 

0.977 0.978 0.977 0.977 

2 hidden layers, tanh 
activation function 

0. 952 0. 952 0. 952 0. 951 

5 hidden layers, tanh 
activation function 

0.986 0.986 0.986 0.986 

3 hidden layers, relu 
activation function 

0.986 0.986 0.986 0.986 

6 hidden layers, tanh 
activation function 

0.976 0.976 0.976 0.976 

2 hidden layers, 
logistic activation 
function 

0.952 0.952 0.952 0.951 

 
Table 4 
Evaluation of the accuracy of neural network classifiers using the Scikit-Learn library on the test 
dataset obtained based on the relationships of formulas 2-4 

Morphology of the 
Multilayer Perceptron 

Test set: 
accuracy 

Test set: 
precision 

Test set: recall Test set: f1-score 

3 hidden layers, tanh 
activation function 

0.959 0.962 0.959 0.959 

2 hidden layers, tanh 
activation function 

0.959 0.962 0.959 0.959 

5 hidden layers, tanh 
activation function 

0.951 0.954 0.951 0.952 



3 hidden layers, relu 
activation function 

0.948 0.950 0.948 0.949 

6 hidden layers, tanh 
activation function 

0.943 0.946 0.943 0.944 

2 hidden layers, 
logistic activation 
function 

0.943 0.944 0.943 0.943 

 
The model of a feedforward neural network (MLPClassifier) [8] was chosen for its ability to 

solve complex nonlinear classification tasks and achieve high accuracy after training. A multilayer 
perceptron with 5 hidden layers and TanH activation functions showed high results after training 
on the training set: accuracy: 0.986, precision: 0.986, recall: 0.986, f1-score: 0.986. However, the 
accuracy evaluation results changed on the test dataset, and the models of the neural network 
with three and two hidden layers and TanH activation functions showed the highest accuracy: 
accuracy: 0.959, precision: 0.962, recall: 0.959, f1-score: 0.959. To optimize computational 
resources, it is advisable to choose a neural network with two hidden layers and TanH activation 
functions [9]. 

Using train_test_split, the data was split into training (80%) and test (20%) sets for efficient 
model validation. The random_state=42 was set for result reproducibility. The random_state 
parameter in the train_test_split function determines the method of selecting a random 
permutation for dividing the data into training and test sets. Setting random_state to a specific 
value (in this case, 42) ensures that the same random permutation will be used for data splitting 
at each program run. This makes the data split repeatable and suitable for result reproducibility 
[10[]. 

LabelEncoder is used for numerical encoding of categorical class labels. LabelEncoder is used 
to transform categorical labels into numerical values. We create LabelEncoder and MinMaxScaler 
[11] objects, which will be used for encoding class labels and normalizing features, respectively. 
We use the fit method with LabelEncoder to fit the encoder to the class labels of the target variable 
in the dataset, this method learns the unique values in the target_class column and builds the 
correspondence between them and integers. This step is necessary to map class labels to integer 
numerical values. Scaling numerical features using MinMaxScaler ensures uniformity and 
improves results. Using MinMaxScaler, we normalize numerical feature values [12] to ensure that 
they all fall within the same range (from 0 to 1). 

In particular, the accuracy on the training set is 0.979, and the accuracy on the test set is 0.959.  
Besides accuracy, other metrics such as precision, recall, and F1-score also have high values: 

on the training set: accuracy: 0.9786, precision: 0.9788, recall: 0.9786, F1-score: 0.9787; on the 
test set: accuracy: 0.9585, precision: 0.9617, recall: 0.9585, F1-score: 0.9592. 

The MLP model used SHAP (SHapley Additive exPlanations) [13] to assess the weight 
coefficient of individual features in decision-making. This helped understand which features most 
influence the classification of projectiles. 

SHAP is used to estimate the importance of features. For each component of the input feature 
vector and class i, the SHAP value 𝜙𝑖

𝑘 determines the weight of 𝑘 and is described as follows: 

𝜙𝑖
𝑘(𝑥) =  𝜔0 + ∑ 𝑆 ⊆ 𝐾{𝑘} 

|𝑆|! (𝐾 − |𝑆| − 1)!

𝐾!
[𝑓 (𝑆 ∪ {𝑘}, 𝑥) − 𝑓(𝑆, 𝑥)], (8) 

where 𝜔0 – is the base value, 𝑓 (𝑆, 𝑥) – is the model output for the subset of features  𝑆. 
Using the shap.sample function, a subset of data is determined for analysis. 100 random 

objects are used for this sample to reduce the number of computations required for SHAP analysis 
because the dataset is very large. Using shap.KernelExplainer [14], an explainer is created, which 
is passed the model.predict function for prediction and the X_train_sample sample. The explainer 
is ready to use to obtain SHAP values. SHAP uses the Shapley method to analyze the impact of 
each feature on the model's prediction. This allows to reveal how each feature contributes to or 
decreases the likelihood of a specific prediction [15].  



Using the explainer.shap_values method, SHAP values are obtained, indicating how each 
individual feature affects the model's predictions. After executing this command, shap_values will 
contain a matrix of SHAP values, where each row corresponds to a sample from X_train_sample, 
and each column corresponds to a specific feature [16].  

The values in the matrix show the influence of each feature on the model's prediction for the 
corresponding sample. By the sign of the value, it can be understood whether this feature 
contributes (positive value) or decreases (negative value) the prediction. Using 
shap.summary_plot, a feature importance plot is generated. This plot shows the importance of 
each feature, helping to understand which features have the greatest impact on the model's 
predictions. 

 

 

Figure 4: Influence of input feature components on projectile classification accuracy 
 

Parameter values are presented on the x-axis, and SHAP values are presented on the y-axis. 
SHAP values represent how strongly each parameter affects the model output. 

As shown in Figure 4, the parameters of altitude, speed, and angle have the greatest impact on 
the model output. An increase in speed by 1 unit leads to an increase in the SHAP value by 3 units. 
An increase in the angle by 1 unit leads to an increase in the SHAP value by 2 units [17]. These 
variables have the greatest impact because they directly affect the classification of the projectile 
[18]. Speed determines how fast the projectile flies, maximum altitude determines how high it 
climbs, and altitude position determines where it stops. Flight time determines how long the 
projectile flies before falling [19]. Other parameters also have some impact on the model output, 
but it is smaller. For example, an increase in maximum altitude by 1 unit leads to an increase in 
the SHAP value by 1 unit [20]. 

The plot_confusion_matrix and plot_result_area functions are used to visualize classification 
results, specifically to display the confusion matrix and detailed classification report. 

In the work, classifiers were trained on training data and evaluated on test data [21]. The main 
steps include copying training and test data, initializing classifiers, and calling the 
perform_training_cycle function for training and evaluating each classifier. The 
perform_training_cycle function trains each classifier and computes quality metrics for training 
and test data. The results are stored in the reporting DataFrame training_report_df_fulldata and 
presented in Figure 5. 



 

Figure 5: The results of training the three-layer neural network classifier (Figure 2 - 
architecture) and calculating quality metrics for the test dataset 
 

Figure 5 shows the results of the experiment for the test datasets. The table presents the model 
names: MLPClassifier_2HL_T, SVC, MLPClassifier_2HL_R, MLPClassifier_2HL_R, where 2HL is the 
number of hidden layers (two in this case), R is the Relu activation function, L is the Logistic 
activation function, T is the Tanh activation function, and others, including accuracy, precision, 
recall, and F1-score for each model [22]. 

7. Discussions 

As seen from the results and experiment, the best results were obtained by the 
MLPClassifier_2HL_T model, which achieved an accuracy of 95.85%, precision of 96.17%, recall 
of 95.85%, and F1-score of 95.92% on testing. Compared to other models, the 
MLPClassifier_2HL_T model demonstrated high training and testing accuracy. This is because the 
model has two hidden layers, allowing it to better represent complex dependencies between the 
data [23]. 

The performance of the models suggests that a neural network with two hidden layers and the 
tanh activation function is well-suited for the classification task. This finding is consistent with 
the notion that deeper networks can capture more complex patterns in the data. 

The SHAP (SHapley Additive exPlanations) values were used to determine the importance of 
input features in the classification process [24]. The analysis revealed that the speed and launch 
angle had the most significant impact on the classification decision. 

The study's results were compared with previous research on projectile classification using 
different methodologies. The comparison showed that the MLPClassifier_2HL_T model 
outperformed other models used in previous studies [25], demonstrating the effectiveness of the 
chosen approach. 

The high performance of the MLPClassifier_2HL_T model suggests its potential application in 
real-world scenarios, such as military operations or security systems, where the classification of 
projectiles is essential for decision-making. 

Overall, the study demonstrates the effectiveness of using neural networks for projectile 
classification and highlights avenues for further research to enhance the model's performance 
and applicability. 



8.  Conclusions 

Developed an optimized three-layer network with two hidden layers, consisting of 33 neurons in 
the first hidden layer and 8 neurons in the second hidden layer, using Tanh activation functions, 
and an output layer with 6 neurons using Softmax activation for classifying projectiles (A - (anti-
personnel), A/M - (anti-personnel high-explosive), A/P - (anti-personnel high-explosive anti-
tank), A/PC - (high-explosive), M - (high-explosive anti-tank)) with an accuracy of 95.85%. 

Experimentally determined that the MLP classifier (95.85% accuracy) with two hidden layers, 
33 neurons in the first hidden layer, and 8 neurons in the second hidden layer using Tanh 
activation functions, and an output layer with 6 neurons using Softmax activation, achieved the 
highest accuracy. 

Found that increasing the number of hidden layers, starting from 3, decreases the accuracy of 
projectile classification. 

Demonstrated that the most significant input features influencing the accuracy of projectile 
classification are the projectile's speed, initial height, and launch angle. 
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