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Abstract

The paper proposes a method for the intellectual classification of gymnastic elements using a combination of descriptive and generative approaches. The created method has the following advantages: the input image is not square, which expands the scope of application; the number of pairs "convolutional layer – downsampling layer" is determined empirically, which increases the classification accuracy of the model; the layer quantity is determined automatically, which speeds up the determination of the model structure; the use of a neural network allows us to label frames of gymnastic elements, and the use of a generative approach allows the resulting sequence of labeled frames of gymnastic elements analyze effectively. The proposed method for the intellectual classification of gymnastic elements can be used in various intelligent visual image recognition systems.
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1. Introduction

Assessing the performance of elements in rhythmic gymnastics is a complex task. Every element, from turns and throwing movements to flexibility and balance, is subjected to rigorous analysis. The difficulty lies in the fact that the assessment of such elements is subject to subjective interpretation and requires a high level of professionalism from experts. In the previous work [1] is study of classification problems of gymnastic balance elements performed by rhythmic gymnastics athletes and based on frames. This article discusses classification gymnastics element turn in dynamics based analysis sequences frames. In this context, the development of intelligent methods for classifying gymnastics elements by video can significantly improve the objectivity and efficiency of the evaluation process in rhythmic gymnastics.

2. Related Works

The first approach to intelligent image classification was a generative approach, which was based on hidden Markov models [2, 3]. Hidden Markov models have one or more of the following disadvantages:

- insufficiently high classification accuracy;
- insufficiently high speed of parameter identification;
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• complexity of identifying the structure of the hidden Markov model (number of states, size of the mixture for each state).

The second approach to intelligent image classification was the descriptive approach \[4, 5, 6\], and deep neural networks began to be used to increase recognition accuracy \[7, 8\].

LeNet-5 neural network \[9, 10\] has the simplest architecture and uses two pairs of convolutional and downsampling layers, as well as two fully connected layers. The convolutional layer reduces the shift sensitivity of image elements. A downsampling layer reduces the dimensionality of an image. Currently, a combination of LeNet-5 (for feature extraction) and Long Short-Term Memory (LSTM) (for classification) is popular \[11, 12\].

Neural networks of the Dark Net family \[13\], neural networks of the AlexNet family \[14\] and neural networks of the VGG family (Visual Geometry Group) \[15, 16\] and are a modification of LeNet. These neural networks can have several consecutive convolutional layers.

ResNet family \[15, 16, 17\] use a Residual block, which contains two consecutive convolutional layers. The output signals of the planes of the layer preceding this block are added to the output signals of the planes of the second convolutional layer of this block. The ResNet combination is currently popular (for feature extraction) and support vector machines (SVM) (for classification) \[18\].

Neural network DenseNet (Dense Convolutional Network) \[16, 19\] uses a fully connected (dense) block, which contains a set of Residual blocks. Output signals of the planes of the second convolutional layers of the current Residual block of this dense block are concatenated with the output signals of the planes of the second convolutional layer of all previous Residual blocks of this dense block and with the output signals of the planes of the layer preceding this dense block. In addition, the reduction of the planes of convolutional layers (usually by a factor of two) located between dense blocks is used.

Neural network GoogLeNet (Inception V1) \[20\] uses an Inception block that contains parallel convolutional layers with connection regions of different sizes and one downsampling layer. The output signals of the planes of these parallel layers are concatenated. To reduce the number of operations, convolutional layers with a unit connection region are sequentially connected to these parallel layers (in the case of convolutional layers, such a convolutional layer is placed before them, and in the case of a downsampling layer, such a convolutional layer is placed after it). The ResNet combination is currently popular (for feature extraction) and support vector machines (SVM) (for classification) \[18\], used for diagnosis using CXR images, which provided a diagnostic probability close to 100%.

Inception neural network V 3 \[16, 17, 21\] is a modification of GoogLeNet, and its Inception and Reduction blocks are a modification of the Inception block of the GoogLeNet neural network.

Inception neural network - ResNet - v 2 \[16, 17, 22\] is a modification of GoogLeNet and ResNet, its Inception block is a modification of the Residual and Inception blocks, the Reduction block is a modification of the Inception block.

Xception neural network \[16, 23\] uses Depthwise separable convolution block, which performs first a pointwise convolution and then a depthwise convolution. For both convolutions, a ReLU activation function is typically used.

MobileNet neural network \[24, 25\] uses Depthwise separable convolution block, which performs first depthwise convolution and then pointwise convolution. For both convolutions, a linear activation function is typically used.

MobileNet 2 neural network \[16, 26\] uses Inverse Residual block, which first performs pointwise convolution, then depthwise convolution, and then pointwise again. For both convolutions, the SiLU activation function is typically used.

MobileNet 3 neural network \[27, 28, 29\] uses Squeeze and Excitation block in some Inverse Residual blocks.

Deep neural networks have one or more of the following disadvantages:
• insufficiently high classification accuracy;
• insufficiently high speed of parameter identification;
• complexity of identifying the structure of a neural network (number and size of layers of each type).

To increase the speed of identification of parameters of deep neural network models, parallel algorithms are used [27, 30].

In connection with this, the problem of creating an effective intellectual classification of gymnastic elements is urgent.

The goal of the work is to increase the efficiency of intellectual classification of gymnastic elements using a combination of descriptive and generative approaches.

To achieve this goal, it is necessary to solve the following tasks:
1. Create the structure of a method for the intellectual classification of gymnastic elements, which combines descriptive and generative approaches.
2. Develop a one-dimensional neural network model for classifying frames of gymnastic elements.
3. Create a model of a two-dimensional neural network for classifying frames of gymnastic elements.
4. Develop a method for identifying the parameters of a neural network model.
5. Create a method for classifying the sequence of frames of gymnastic elements.
7. Conduct a numerical study of the proposed method for intelligent classification of gymnastic elements.

3. Methods and Materials

3.1. Structure of the intellectual method classification of gymnastic elements based on a combination of descriptive and generative approaches

In the proposed method, the outputs of the neural network are considered as the probabilities of the appearance of the observation symbol (the \( t \)-th frame of the gymnastic element) in the \( j \)-th state (gymnastic pose) (at the \( j \)-th output of the neural network). The Viterbi dynamic programming method is applied to a labeled sequence of gymnastic element frames. On the other hand, the parameters of a neural network can be identified based on a sequence of frames labeled by the Viterbi method. This combination provides classification probabilities comparable to those of DTW, discrete and semi-continuous Hidden Markov Models (HMMs), and does not require a separate neural network for each gymnastic element, as in these methods.

Main stages of the proposed method:
1. To initially identify the parameters of the neural network, manually labeled frames of gymnastic elements from the database [31] are used. Based on the labeled frames of the database for future use in the Viterbi method, the following are calculated:

   • a priori probability \( P(s_j) \) in the form
     \[
     P(s_j) = \frac{m_j}{m},
     \]
     where \( m_j \) is the number of frames marked with state \( s_j \) in the entire set of training data of the standard database, \( m \) is the number of all frames in the entire set of training data of the standard database.

   • the probability of the initial state \( s_j \) for the Bakis HMM model or the HMM model with a limited transition is determined by the formula, \( \pi_j = \begin{cases} 1, & j = 1 \\ 0, & j > 1 \end{cases} \)

   • probability of transitions between states \( a_{ij} \) in the form \( a_{ij} = \frac{n_{ij}}{n_i} \)

where \( n_{ij} \) is the number of any transitions from state \( s_i \) to state \( s_j \) across the entire set of training data of the standard database,
\( n_i \) is the number of any transitions from the state \( s_i \) across the entire set of training data of the standard database.
2. Frames of gymnastic elements are recognized using a neural network model, i.e. segmentation is performed.

3. A modified Viterbi algorithm is used, which optimizes segmentation (sequence of states). For this algorithm, the probability distribution of the occurrence of an observation symbol \( o_t \) (t-th frame) in the j-th state is pre-calculated \( b_j(o_t) \) according to Bayes’ rule as an emission probability \( p(o_t | s_j) = \frac{p(s_j | o_t)P(o_t)}{P(s_j)} \), where the posterior probability \( p(s_j | o_t) \) is calculated and can be omitted.

4. The parameters of the neural network model are identified using frame markers of gymnastic elements (segmentation result) obtained using a modified Viterbi algorithm.

5. For a given subject area, frames of gymnastic elements are recognized using a neural network model.

6. If the recognition error of the neural network exceeds the threshold, then go to step 3.

Next, we consider models of neural networks that mark frames of gymnastic elements.

3.2. One-dimensional neural network for classifying frames of gymnastic elements based on a multilayer perceptron

Figure 1 shows a one-dimensional classification neural network based on a multilayer perceptron (MLP), which is a non-recurrent static multilayer neural network containing two hidden layers and an output layer. The classes are separated by hyperplanes.

For MLP, error-correction-based learning (supervised learning) is used in batch mode, and the Adam algorithm was used in the work.

**Figure 1:** MLP based 1D neural network model

**One-dimensional neural network model is presented as follows:**

\[
\begin{align*}
  y_i^{(0)} &= x_i, \\
  y_j^{(k)} &= f^{(k)}(s_j^{(k)}), s_j^{(k)} &= b_j^{(k)} + \sum_{i=1}^{N^{(k-1)}} w_{ij}^{(k)} y_i^{(k-1)}, j \in 1, N^{(k)}, k \in 1, L,
\end{align*}
\]

where \( N^{(k)} \) is the number of neurons in the \( k \)-th layer, \( k \) is the layer number, \( L \) is the number of layers, \( b_j^{(k)} \) is the threshold of the \( j \)-th neuron in the \( k \)-th layer, \( w_{ij}^{(k)} \) is the connection weight from the \( i \)-th neuron to \( j \)-th neuron on \( k \)-th layer, \( y_j^{(k)} \) is the output of the \( j \)-th neuron on the \( k \)-th layer, \( f^{(k)} \) is the activation function of neurons of the \( k \)-th layer.

ReLU was used as quality, \( f^{(L)} \) softmax was used as quality \( f^{(L)} \).
3.3 Two-dimensional neural network for classifying frames of gymnastic elements based on 2D LeNet

Figure 2 shows a two-dimensional neural network for classification based on 2D LeNet, which is a non-recurrent dynamic neural network and has a hierarchical structure.

![Figure 2: Model LeNet based 2D neural network](image)

2D LeNet is a special class of multilayer perceptron. It is formed by an input layer, which consists of a single receptor plane, alternating convolutional layers (corresponding to neocognitron S-layers) and downsampling (pooling) layers (corresponding to neocognitron C-layers), a sequence of fully connected layers (hidden MLP layers) and an output layer. The convolutional layer consists of convolutional planes. The downsampling layer consists of downsampling planes. Each convolutional plane consists of convolutional cells, each downsampling plane consists of downsampling cells. The convolutional layer reduces the shift sensitivity of image elements. A downsampling layer reduces the dimensionality of an image. The connection area of the cell plane of the previous layer is associated with a cell of the cell plane of the current layer. Geometrically, the communication area is usually a square. For all planes of one layer it has the same size. All cells of the same plane of cells of the current layer associated with the connection areas of the plane of cells of the previous layer have the same weights. The cell plane communication regions of the downsampling layer overlap. Because of this, one cell in the downsampling layer's cell plane entering different overlapping communication regions can activate multiple cells in the convolutional layer's cell plane. Communication area for 2D LeNet does not go beyond the boundaries of the plane, so the size of the convolutional layers gradually decreases.

For this neural network model, training is used based on error correction (supervised learning) in batch mode, and the Adam algorithm was used in the work.

3.2.1. Neural network model

Let \( v = (v_x, v_y) \), \( K_I \) be the number of cell planes in the input layer \( I \) (for RGB images 3), \( K_{S_l} \) be the number of cell planes in the downsampling layer \( S_l \), \( K_{C_l} \) be the number of cell planes in the convolutional layer \( C_l \), \( A_l \) be the connection region of the layer plane \( S_l \), \( L \) and be the number of convolutional (or downsampling) layers, \( L \) – the number of fully connected layers.

1. \( l = 1 \).
2. Calculate the output signal for the convolutional layer

\[
u_{v_i}(m,i) = f_{v_i}(h_{v_i}(m,i)) \quad m \in \{1, \ldots, K_{S_l}\}, \quad i \in \overline{1,K_{C_l}}
\]

\[
h_{v_i}(m,i) = \begin{cases} 
  b_{v_i}(i) + \sum_{k=1}^{K_{S_l}} \sum_{l=1}^{K_{C_l}} w_{v_i}(v,k,i)x(m+v,k), & l = 1 \\
  b_{v_i}(i) + \sum_{k=1}^{K_{S_l}} \sum_{l=1}^{K_{C_l}} w_{v_i}(v,k,i)u_{v_i}(m+v,k), & l > 1 
\end{cases}
\]
where \( w_{C_i}(v, k, l) \) is the weight of the connection from the \( v \)-th position in the connection area of the \( k \)-th plane of the cells of the input layer \( I \) to the \( i \)-th plane of cells of the convolutional layer \( C_i \),

\( w_{S_i}(v, k, l) \) is the weight of the connection from the \( v \)-th position in the connection area of the \( k \)-th plane of cells of the downsampling layer \( S_{l-1} \) to the \( i \)-th plane of cells of the convolutional layer \( C_i \),

\( u_{C_i}(m, i) \) is the output of the cell in the \( m \)-th position in the \( i \)-th plane of cells of the convolutional layer \( C_i \),

\( f_{C_i} \) is the activation function of the neurons of the convolutional layer \( C_i \).

3. Calculate the output signal for the downsampling layer (halving the scale)

\[
u_i(m, k) = \frac{1}{4} \sum_{o \in [0, 1]^2} u_i(2m + o \cdot k), \quad m \in \{1, \ldots, N_{S_i}\}, \quad k \in \overline{1, K_{S_i}}
\]

where \( w_{S_i}(k, k) \) is the connection weight from the \( k \)-th plane of cells of the convolutional layer \( C_i \) to the \( k \)-th plane of cells of the downsampling layer \( S_i \).

\( u_{S_i}(m, k) \) is the output of the cell in the \( m \)-th position in the \( k \)-th plane of cells of the downsampling layer \( S_i \).

4. If \( l \leq L \), then \( l = l + 1 \), go to 2.

5. Output calculation for a fully connected layer:

\[
h_{d_i}(j) = \begin{cases} 
    b_{d_i}(j) + \sum_{l=1}^{K_{S_i}} \sum_{i=1}^{N_{S_i}} w_{d_i}(v, k, j)u_{d_i}(v, k), & l = 1 \\
    b_{d_i}(j) + \sum_{l=1}^{N_{S_i}} w_{d_i}(z, j)u_{d_i}(z), & l > 1 
\end{cases}
\]

where \( w_{d_i}(v, i, j) \) is the weight of the connection from the \( v \)-th position in the connection area of the \( k \)-th plane of cells of the downsampling layer \( S_L \) to the \( k \)-th neuron on the first fully connected one layer \( D_1 \).

\( w_{d_i}(z, j) \) is the weight of connection from the \( i \)-th fully connected neuron layer \( D_{l-1} \) to \( j \)-th neuron on the \( l \)-th fully connected layer \( D_l \).

\( u_{d_i}(j) \) is the output of the \( j \)-th fully connected neuron layer \( D_{l} \),

\( f_{d_i} \) is the activation function of fully connected neurons layer \( D_{l} \).

6. Output calculation for output layer

\[
u_o(j) = f_o(h_o(j)), \quad j \in \overline{1, N_o}, \quad h_o(j) = b_o(j) + \sum_{l=1}^{K_{S_i}} w_{o}(z, j)u_{d_i}(z),
\]

where \( w_{o}(z, j) \) is the weight of connection from the \( i \)-th fully connected neuron layer \( D_L \) to the \( j \)-th neuron on the output layer \( O \).

\( u_o(j) \) is the output of the \( j \)-th neuron of the output layer \( O \),

\( f_o \) is the activation function of the neurons of the output layer \( O \).

ReLU was used as quality \( f_{\text{ReLU}} \), \( f_{d_i} \) softmax was used as quality \( f_o \).

### 3.2.2. Method for identifying parameters of a neural network model based on the Adam algorithm

**step 1. Initialization.**

**step 1.1.** The initial vector of weights is specified \( w(0) \).

**step 1.2.** The initial vector of the first moments is specified \( m(-1) = 0 \).

**step 1.3.** The initial vector of the second moments is specified \( v(-1) = 0 \).

**step 1.4.** The parameter is set \( \eta \) to determine the learning rate (usually \( \eta = 0.001 \)), the decay rates of the first and second moments \( \beta_1 \) and \( \beta_2 \), respectively, \( \beta_1, \beta_2 \in [0,1] \) (usually \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \)), as well as the stability parameter \( \varepsilon \) to prevent division by zero (usually \( \varepsilon = 10^{-8} \)).
step 1.5. The initial gradient is calculated \( g(0) \).
step 1.6. \( n = 0 \).

step 2. The vector of first moments is calculated based on the exponential moving average
\[
\mathbf{m}(n) = \beta_1 \mathbf{m}(n-1) + (1 - \beta_1) \mathbf{g}(n).
\]
step 3. The vector of second moments is calculated based on the exponential moving average
\[
\mathbf{v}(n) = \beta_2 \mathbf{v}(n-1) + (1 - \beta_2) \mathbf{g}^2(n).
\]
step 4. The vector of weights is calculated (the moments are corrected due to their
initialization to zero and the learning step is scaled)
\[
\hat{\mathbf{m}}(n) = \mathbf{m}(n)/(1 - \beta_1^{n+1}), \quad \hat{\mathbf{v}}(n) = \mathbf{v}(n)/(1 - \beta_2^{n+1}), \quad \mathbf{w}(n + 1) = \mathbf{w}(n) - \eta \hat{\mathbf{m}}(n)/(\sqrt{\hat{\mathbf{v}}(n)} + \epsilon)
\]

3.2.3. Method for classifying a sequence of frames of gymnastic elements
based on the Viterbi algorithm

To avoid numerous multiplications during the operation of the Viterbi algorithm, you can
logarithmize all the parameters of the model and move from multiplications to addition, since
addition is much simpler to implement and faster to calculate. The modified Viterbi algorithm is
described as follows:

1. Preprocessing:
\[
\tilde{\mathbf{a}}_t = \ln \pi_j, 1 \leq j \leq N, \tilde{\mathbf{b}}_j \mathbf{o}_t = \ln b_j \mathbf{o}_t, 1 \leq j \leq N, 1 \leq t \leq T, \quad \tilde{a}_{ij} = \ln a_{ij}, 1 \leq i, j \leq N.
\]
2. Initialization:
\[
\tilde{\mathbf{\delta}}_t(j) = \tilde{\mathbf{a}}_t + \tilde{\mathbf{b}}_j \mathbf{o}_1, 1 \leq j \leq N, \psi_1(j) = 0, 1 \leq j \leq N.
\]
3. Recursion:
\[
\tilde{\mathbf{\delta}}_{t+1}(j) = \max_{1 \leq i \leq N} [\tilde{\mathbf{\delta}}_t(i) + \tilde{a}_{ij}] + \tilde{\mathbf{b}}_j \mathbf{o}_{t+1},
\]
\[
\psi_{t+1}(j) = \arg \max_{1 \leq i \leq N} [\tilde{\mathbf{\delta}}_t(i) + \tilde{a}_{ij}], 1 \leq t \leq T - 1, 1 \leq j \leq N.
\]
4. End:
\[
\ln P = \max_{1 \leq i \leq N} \tilde{\mathbf{\delta}}_T(i), q_T^* = \arg \max_{1 \leq i \leq N} [\tilde{\mathbf{\delta}}_T(i)].
\]
5. Restoring the path (sequence of states):
\[
q_t^* = \psi_{t+1}(q_{t+1}^*), t = T - 1, T - 2, \ldots, 1.
\]

3.2.4. Quality criteria selection for the method of intellectual classification
of gymnastic elements

In the work, to assess the identification of neural networks parameters, the following were
selected:
- accuracy criterion
\[
Accuracy = \frac{1}{I} \sum_{i=1}^I | d_i - \hat{y}_i | \rightarrow \max_w,
\]
\[
\hat{y}_{ij} = \begin{cases} 1, & j = \arg \max_z y_{iz} \\ 0, & j \neq \arg \max_z y_{iz} \end{cases}
\]
- categorical cross-entropy criterion
\[
CCE = -\frac{1}{I} \sum_{i=1}^I \sum_{j=1}^K d_{ij} \ln y_{ij} \rightarrow \min_w,
\]
where \( y_i \) is the \( i \)-th vector according to the model, \( y_{ij} \in [0,1] \),
\( d_i \) is the \( i \)-th test vector, \( d_{ij} \in [0,1] \),
\( I \) is the power of the training set,
\( K \) is the number of classes (neurons in the output layer),
\( W \) is the vector of weights;
- performance criterion
\[
T \rightarrow \min.
\]
4. Experiment

A numerical study was carried out based on the dataset [31]. RG Rotate Dataset consists of 49 examples of performing a turn in the back split position without using the hands, with the torso horizontal (Split back without help, trunk horizontal). The data were collected from the video broadcast of the final stage of the 2021 Olympic Games in Tokyo. The examples consist of elements performed by 8 different gymnasts with 4 types of apparatus. Each example consists of an ordered set of images, the number of images in the example depends on the duration of the athlete's performance of the element. This structure allows you to store changes in body position when performing a rotation element. One second of execution is described by 30 frames. The dataset is divided into a training set of 39 examples and a test set of 10 examples of element execution. The total dataset size for the 49 examples was 7,355 record images. No preprocessing of the data set was performed.

From the datasets, 80% of the images were randomly selected for the training set and 20% of the images for the validation and test sets. Due to the fact that deep neural networks do not contain recurrent connections, training was carried out using GPU. To implement the proposed neural networks, the tensorflow package was used, Google was chosen as the software environment Collaboratory.

The frames of one example of execution show the body positions when performing a rotation element (Fig. 3).

![Figure 3: Example figure caption](image)

Table 1 presents the structure of a neural network model based on MLP, where $K$ is the number of classes.

<table>
<thead>
<tr>
<th>Layer type</th>
<th>Input size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>1280x720</td>
</tr>
<tr>
<td>Resizing</td>
<td>32x32</td>
</tr>
<tr>
<td>Full connect or Dense (1 layer)</td>
<td>1024</td>
</tr>
<tr>
<td>Full connect or Dense (2 layer)</td>
<td>1024</td>
</tr>
<tr>
<td>Output (Full connect or Dense)</td>
<td>$K$</td>
</tr>
</tbody>
</table>

Table 2 presents the structure of a neural network model based on 2D LeNet, where $K$ is the number of classes.
Table 2
2D neural network model LeNet

<table>
<thead>
<tr>
<th>Layer type</th>
<th>Input size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>1280x720</td>
</tr>
<tr>
<td>Resizing</td>
<td>32x32</td>
</tr>
<tr>
<td>Conv2D</td>
<td>32x32x4</td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>16x16x4</td>
</tr>
<tr>
<td>Conv2D</td>
<td>16x16x16</td>
</tr>
<tr>
<td>MaxPooling2D</td>
<td>8x8x16</td>
</tr>
<tr>
<td>Flatten</td>
<td>1024</td>
</tr>
<tr>
<td>Full connect or Dense (1 layer)</td>
<td>1024</td>
</tr>
<tr>
<td>Full connect or Dense (2 layer)</td>
<td>1024</td>
</tr>
<tr>
<td>Output (Full connect or Dense)</td>
<td>K</td>
</tr>
</tbody>
</table>

5. Results

Fig. 4 shows the dependence of losses (based on categorical entropy) on the number of iterations for the three-layer MLP model.

![Figure 4: Losses dependence (based on categorical entropy) on the number of iterations for a model based on a three-layer MLP](image)

Fig. 5 shows the accuracy dependence on the number of iterations for a model based on a three-layer MLP.

![Figure 5: Accuracy dependence on the number of iterations for a model based on a three-layer MLP](image)
Figure 6 shows the losses dependence (based on categorical entropy) on the number of iterations for the 2D model LeNet.

**Figure 6**: Losses dependence (based on categorical entropy) on the number of iterations for a 2D model LeNet

Figure 7 shows the dependence of accuracy on the number of iterations for a model based on 2D LeNet.

**Figure 7**: Accuracy dependence on the number of iterations for a 2D model LeNet

Figure 8 shows the dependence of the loss (based on categorical entropy) on the number of pairs “convolutional layer – downsampling layer” for the 2D model LeNet.
Figure 8: Losses dependence (based on categorical entropy) on the number of convolutional layer–downsampling layer pairs for a 2D-based model LeNet

6. Discussions

As a result of the numerical study, the following was established:

- the minimum number of iterations for a neural network model based on a three-layer MLP in terms of losses (based on categorical entropy) (according to Fig. 3) and accuracy (according to Fig. 4) is 18;
- minimum number of iterations for a 2D neural network model LeNet in terms of loss (based on categorical entropy) (according to Fig. 5) and accuracy (according to Fig. 6) is 11;
- the best number of "convolutional layer – downsampling layer" pairs for a 2D neural network model LeNet in terms of loss (based on categorical entropy) is 2 (according to Fig. 7).

To prevent overfitting, the KFold cross-entropy method with a number of folds of 5 was used.

7. Conclusions

1. To solve the problem of increasing the efficiency of classification of gymnastic elements, corresponding artificial intelligence methods were investigated. These studies have shown that today the most effective is the use of hidden Markov models (generative approach) and neural networks (descriptive approach).

2. The created method has the following advantages: the input image is not square, which expands the scope of application; the number of pairs "convolutional layer – downsampling layer" is determined empirically, which increases the accuracy of identification by model; the number of planes is defined as the quotient of the number of cells in the input layer divided by two to the power of two (the power is equal to twice the number of the pair "convolutional layer - downsampling layer") to preserve the total number of cells in the layer after downsampling, which halves the size of the layer planes by height and width, which automates the determination of the structure of the model layers; the use of a neural network allows us to label frames of gymnastic elements, and the use of a generative approach allows the resulting sequence of labeled frames of gymnastic elements analyze effectively.

3. Further prospects for research are the use of the proposed method of intelligent classification for various intelligent visual image recognition systems.
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