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Abstract 
Providing feedback to address learners’ confusion in a personalised and timely manner can enhance learning 

engagement and deeper understanding in large-scale online courses, particularly Massive Open Online Courses 

(MOOCs). This goal aligns with a key objective within the Learning Analytics (LA) community. The advent 

of Generative Artificial Intelligence (GenAI) tools presents the potential to identify learners’ confusion in vast 

numbers of discussion texts and provide automatically-generated and adaptive feedback to learners rapidly. 

However, a lack of trust in AI-generated content among educators and learners is an obstacle to building 

effective GenAI-based LA solutions. This paper discusses the potential of enhancing trust in GenAI tools by 

improving the transparency and explainability of the large language models (LLMs) — a foundation of GenAI. 

We illustrate this approach through a pilot study where we apply an explainable AI (XAI) method — the 

Integrated Gradients — to decipher LLM-based predictions regarding learners’ confusion in MOOC 

discussions. The findings suggest promising reliability in the XAI method’s ability to identify word-level 

indicators of confusion in MOOC messages. The paper concludes by advocating the integration of XAI 

methods in GenAI applications, aiming to foster wider acceptance and efficacy of future GenAI-based LA 

solutions.  

Keywords  
Generative AI, Trust, Explainable AI, Learning Analytics, AIED, XAI, XAI-ED1 

1. INTRODUCTION 

Confusion, a common emotion during learning, is often an obstacle for learners to move forward 

[1]. While a certain level of confusion can encourage learning engagement [2], this confusion may also 

evolve into frustration and finally lead to boredom without timely interventions [3]. In distance learning 

contexts, particularly Massive Open Online Courses (MOOCs), low participation and drop-out rates 

may increase due to the impact of learners’ emotions, such as confusion [4]. 

MOOCs offer high-quality, open-access, rich, online learning resources, and micro-credentials 

regardless of university-entry barriers, empowering a diverse range of learners to study at their own 

pace. As learning in MOOCs is entirely virtual and asynchronous, discussion forums become key 

venues for interaction and communication between learners and instructors. In MOOCs, resolving 

numerous queries and confusion raised by a huge number of learners in discussion forums is a 

significant challenge due to the limited availability of educators [5, 6, 7]. Behavioural and physiological 

measures, such as facial expressions and skin conductance, have successfully discerned learners’ 

confusion in traditional small to medium classrooms [8]. However, these measures are impractical to 

be implemented in MOOCs.  Researchers explore solutions to provide adaptive, immediate responses 

to address learners’ confusion and improve learning engagement in MOOC discussion forums [9]. This 

objective is also a crucial goal of the Learning Analytics (LA) community [10]. 

The increasing availability of generative artificial intelligence (GenAI) tools, such as ChatGPT [11] 

and Gemini [12], has opened fresh possibilities for LA research. Investigating the feasibility of applying 

GenAI tools in higher education practices has displayed promising outcomes, such as automatic 

generation of academic writing [13], adaptive responses to discussion-forum posts [9], automated code 

review [14], and personalised summary and feedback on students’ writing assignments [15]. Despite 

the opportunities in education, the breakthroughs of GenAI techniques have also sparked debates on 

their ethical concerns, such as biases and reliability concerns about the texts generated, namely trust in 
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GenAI [16, 17, 18]. Also, the EU Parliament calls for safety, transparency, accountability, equality, and 

eco-friendliness in AI techniques to avoid harmful effects [19]. 

Deficiency of trust in AI-generated content among educators and learners is an obstacle to 

developing reliable and effective GenAI-based LA (Gen-LA) solutions for teaching and learning [16, 

20, 21]. This issue of deficiency stems from the fundamental architecture of GenAI, specifically the 

transformer-based large language models (LLMs). A notable challenge faced by LLMs and inherited 

by GenAI is deep learning models’ inability to explain the mechanisms and reasoning in their decision-

making processes [22]. Explainable artificial intelligence (XAI) methods can contribute to interpreting 

obscured ‘black-box’ mechanisms hiding behind deep learning models [22, 23]. Applying XAI 

techniques to provide clear rationales in AI-generated content is required for designing and developing 

trustworthy educational AI systems [24].   

Based on these studies, our research interest focuses on investigating the potential of employing XAI 

methods to decode word-level indicators in the prediction made by LLMs, particularly in identifying 

learners’ confusion in MOOC discussions. Detecting learners’ confusion timely and accurately is a 

prerequisite for providing them with adaptive feedback in MOOC discussions. Earlier studies decoded 

linguistic cues as indicators of confusion in MOOC discussions using different machine learning and 

deep learning models [1, 25, 26, 27]. As a preliminary step of an ongoing project, this small project 

attempts to provide proof of concept for enhancing trust in future GenAI applications by improving the 

transparency and explainability of LLMs. Thus, the research question in this paper is “What can we 

gain from using XAI methods to interpret LLMs’ predictions of learners’ confusion in MOOC 

discussions?” We assume that XAI methods can discern positive and negative indicators behind LLMs’ 

processes for identifying confusion in MOOC discussions. We conduct a test case in this paper to 

examine this assumption. 

In the following section, we will review the related work that shaped our study: learners’ confusion 

identification in MOOC discussions and applications of XAI methods to interpret important features of 

confusion predictions. Subsequently, we will illustrate a pilot study to address our research question. 

Finally, suggestions for improving trust in future GenAI-LA solutions based on the implications of the 

pilot study will be expounded at the end of this paper. 

2. RELATED WORK  

A pioneering study on the detection of learners’ confusion in MOOC discussions is Agrawal et al.’s 

research [28] that developed a system using bag-of-words, the conversational position of discussion 

messages, the number of likes, and learners’ grades to identify confusion and recommended minute-

resolution video clips to learners accordingly. This study also developed the Stanford MOOC discussion 

data sets, which are used in our pilot study explained in Section 3.1. These data sets were also used in 

most of the previous studies on analysing learners’ confusion in MOOC discussions [1, 26, 27, 29, 30, 

31].  

After Agrawal et al.’s work [28], Bakharia [30] applied a Support-vector-machine classifier to detect 

confusion, urgency, and sentiments in MOOC discussions, achieving over 70% accuracy rates in 

domain-specific courses. Zeng et al. [32] trained an Elastic-net model using content-related features 
(e.g., readability index, the number of words in a post, topicality, etc.) and community-related features 

(e.g., the number of likes and reads, etc.) to identify confusion and urgency in MOOC discussions, 

reaching an over 80% accuracy in specific domain data sets.  
Building on the previous work, Atapattu et al. [1, 26] applied a random forest classifier with solely 

linguistic features to identify learners’ confusion in MOOC discussions, improving the accuracy to over 

83% F1 score in all domain-specific data sets and to F1 scores between 70.7% to 84.5% in cross-domain 

data sets. These approaches not only underscore the significant role of linguistic features in identifying 

learners’ confusion within MOOC discussions, but also imply the nuanced language cues that can 

distinguish confusion messages from non-confusion ones. 

Other trials that explore machine learning and deep learning methods to detect confusion in MOOC 

discussions after Atapattu et al.’s [1, 26] work focused merely on enhancing classification performance 

rather than deciphering indicators of learners’ confusion, such as applying a Transformers classification 

model in Chanaa and El Faddouli [31] and comparing different machine learning methods in 
Bhumireddy and Anala [33].  

Alrajhi et al. [25] offer a preliminary example of employing XAI methods to interpret the prediction 

reasons of a Transformers model with ontology methods to detect urgent MOOC discussion messages. 



While this study offers valuable insights for investigating XAI methods, providing more details about 

the prediction and interpretation processes would be more helpful for further studies in this area. Du 

and Xing [27] developed an explainable text classifier framework to identify confusion in MOOC 

discussions based on a legal services model. However, they mentioned that their work might have 

limitations in interpreting negative indicators for different levels of confusion. 

3. A PILOT STUDY 

In this section, we demonstrate a pilot study to investigate the research question proposed in Section 

1. We will explain the data sets used in this study, the architecture of LLMs-based classifiers for 

confusion detection, an XAI method employed to interpret word-level indicators for model predictions, 

and experimental results. 

3.1. Datasets Description 

Data sets used in this study came from discussion posts and replies in the Stanford University public 

MOOCs, which contain archived runs of eleven courses [28]. These courses involve multiple topics 

mainly from three disciplines: Education, Medicine, and Humanities. Each message — a discussion 

post or a reply — was classified by three expert coders independently into degrees of confusion from 1 

(extremely knowledgeable) to 7 (extremely confused). In our pilot study, the degree of 4 was regarded 

as neutral, 1 to 3 as non-confusion, and 5 to 7 as confusion, which was the same categorisation way in 

Atapattu et al.’s work [1].  

Following Atapattu et al.’s [1] work, we trained and tested our binary classification model, which 

will be explained in the next section, through two experiments. One included the neutral messages in 

the confusion ones as a ‘broader’ confusion class. The other excluded these neutral messages in training 

and testing processes. Both experiments’ outcomes will be illustrated in Section 3.3. We pre-processed 

the text data by expanding abbreviations, eliminating repeated characters and extraneous spaces, and 

removing messages with less than three words. Table 1 demonstrates the distribution of messages 

classified in each category across three domain-specific data sets after the data cleaning. 

 

Table 1 
Number of messages classified as Non-Confusion, Confusion, and Neutral in Education, Medicine, 
Humanities, and all three data sets. 

Set Non-Confusion Confusion Neutral 

Education 6650 638 2446 
Medicine 1577 1587 6339 
Humanities 1533 2252 5872 

Total 9760 4477 14657 

 

3.2. Classifier Architecture and the XAI method 

We applied and fine-tuned a DistilBERT model — a faster and lightweight transformer-based deep 

learning model [34] — to predict confusion or non-confusion of messages in MOOC discussions. This 

pre-trained model has been applied to a broader range of natural language processing solutions, 

particularly where the implementation of LLMs is not feasible due to hardware resource limitations. 

The DistilBERT model has achieved excellent performance in sentiment analysis tasks [35]. As a faster 

and smaller LLM but maintaining a competitive level of accuracy, the DistilBERT model will be a 

better option for our pilot study on the model explanation process of the automatic confusion analysis 

to provide concept of concept rather than very large and computationally expensive LLMs, such as 

GPT-4 [36]. 

Based on Alrajhi et al.’s work [25], we employed the Integrated Gradients method from the Captum 

library for PyTorch [37] to gain a deeper understanding of the decision-making processes (i.e., positive, 

or negative indicators) within our DistilBERT-based confusion classifier. The Integrated Gradients 

method computes the prediction feature importance by integrating gradients of the deep learning 



model’s outputs (e.g., classes) regarding the inputs (e.g., words and sentences), from non-informative 

baseline inputs to actual inputs, evaluating each feature’s contribution to the prediction output. 

3.3. Results 

3.3.1. Classification performance 

In training and testing processes of domain-specific sets, our fine-tuned DistilBERT model achieved 

the best-performing weighted-averaged F1 scores of 0.74, 0.90, 0.87 and 0.83 in the Education, 

Medicine, Humanities, and all three data sets, respectively, where we regarded neutral messages as 

confusion messages based on Atapattu et al.’s work [1]. When we excluded these neutral messages in 

the training step, weighted-averaged F1 scores increased to 0.95, 0.90, 0.90, and 0.92, as summarised 

in Table 2. Our models reached an average higher performance than random forest classifiers applied 

in a previous study with and without neutral messages [1]. These results suggest that the neutral 

messages, which were classified between confusion and non-confusion messages by expert coders, 

affect the model performance, particularly in the Education set where neutral messages contributed the 

major percentage. 

 
Table 2 
Fine-tuned model classification performance in Education, Medicine, Humanities, and all three data 
sets. 

Set 
Weighted average F1 

(including neutral data) 
Weighted average F1 

(excluding neutral data) 

Education 0.74 0.94 
Medicine 0.90 0.90 
Humanities 0.87 0.90 

 

3.3.2. Word-level indicators for confusion identification 

This section presents results from experiments designed to predict confusion and non-confusion in 

the MOOC messages, where neutral messages were excluded. The reliability of these experiments is 

underscored by the model’s high performance, achieving over 0.90 F1 scores. Due to the page limits of 

this workshop paper, interpretation samples from the best-performing Education set are displayed in 

Figure 1 and Figure 2 as examples. We highlight negative indicators in red and positive ones in green. 

The intensity of the green correlates with the strength of the positive attribution.  

While the paper only showcases examples from the Education dataset, we provide a summary of the 

findings from experiments conducted on domain-specific and all three datasets as follows. Strong word-

level indicators to predict MOOC learners’ confused messages positively are 1) first-person singular 

and plural, 2) question stems, 3) question bigrams, 4) confusion expressions, and 5) the question mark. 

Strong indicators that can predict non-confused messages positively are 1) second-person pronouns and 

2) academic writing expressions. These interpretation outcomes by the XAI method strongly align with 

the indicators found in previous studies [1, 26]. 

4. IMPLICATIONS AND FUTURE WORK 

4.1. Implications 

We can answer our research questions as follows. Outcomes of our pilot study demonstrate 

promising reliability of using the Integrated Gradients method with the fine-tuned DistilBERT model 

to discern word-level predictors in the MOOC discussions. This is because indicators of confusion 

detected in our study are in line with the linguistic indicators identified by the previous studies using 

tree-based machine learning classifiers [1, 26]. Unlike hidden computation of deep learning models, 

tree-based machine learning algorithms are often regarded as “white-box” models due to their clear, 

transparent decision-making rules and easy, straightforward tracking paths of every-step impacts of 

input features on outputs. This is also the main reason that white-box algorithms can be preferences for 



educational studies [38]. Robustness of a certain degree can be implied if indicators from the XAI 

method are similar to the important features from white-box algorithms. Future research can employ 

XAI methods in tandem with LLMs to enhance the transparency and trustworthiness of deep learning 

mechanisms, leveraging GenAI-LA solutions to be more accessible and understandable to non-

technical audiences.  

A possible application of XAI techniques in GenAI-LA solutions is offering clear and UX-friendly 

designed rationales, along with automatically generated and personalised feedback to urgent MOOC 

posts. A previous study suggests that GPT2-generated replies to MOOC posts can reach a similar degree 

of emotional and community support as human tutors although a lower extent of informality [39]. This 

promising result encourages further studies to investigate the potential of applying GenAI techniques 

to provide learners with automatic responses in large-scale online learning scenarios. We recommend 

employing XAI methods to highlight words or phrases that attribute high importance to GenAI’s 

decision-making processes for each part of the responses generated. In this way, learners and educators 

can gain insights into how AI tools approach their queries, improving their trust in AI-generated content. 

Also, learners can refine question-posing strategies in discussion forums to elicit accurate responses 

from GenAI agents according to rationales provided by XAI methods. 

XAI methods can also be integrated into other GenAI-LA applications such as AI-assisted writing 

assessment. A writing analytics tool, AcaWriter, applies XAI designs to offer sentence-level and 

document-level feedback in learners’ academic writing assessments [40]. A recent study indicates that 

ChatGPT can generate high-quality feedback on summarising topics of students’ assignments and 

providing process-focus suggestions [15]. We assume XAI methods also have the potential to offer 

distributed rationales at word, sentence, concept, and organisation levels with grading rubrics during 

GenAI-assisted writing processes. In this way, scores and advice provided by GenAI tools would 

become more transparent and credible to both learners and educators.  

The LA community calls for redefining our perception of learners in the AI era [41, 42]. Learners 

can gain personalised feedback from GenAI as a new way of learning. At the same time, learners can 

iteratively coach a GenAI tool to align its responses with their expectations. GenAI is regarded as a full 

participant in conversational education systems now [43]. With the improvement of transparency and 

explainability by providing learners with rationales in AI’s decision-making mechanisms, they will 

coach GenAI more easily and effectively for personalised learning demands. This reciprocal learning 

model, akin to the ‘Ako’ concept from Māori culture where roles between educator and learner are 

interchangeable, may offer innovative ways to enhance skills such as problem-solving, collaboration, 

and self-regulated learning in the AI era. 

4.2. Limitations and Future Work 

This study has two main limitations. Firstly, the pilot study only provides a trial of using an XAI 

method to explain the positive and negative indicators in confusion predictions of the LLMs-based 

classifier, which is a vital foundation of GenAI. This XAI method may not be directly extended to 

GenAI models. Secondly, the LLMs-based classifier for identifying confusion messages was trained 

and fine-tuned by using discussion data from three domains (i.e., education, medicine, and humanities), 

which still needs further refinement on MOOC discussions from other domains to improve the model’s 

generalisability. 

Our future work will investigate the feasibility of using XAI methods to detect key indicators within 

learners’ queries that result in content generated by GenAI. We will also explore methods to visualise 

these indicators at a word level in a way that is intuitive and readable for learners and educators. This 

future research will enhance the feasibility and user-friendliness of GenAI-LA solutions towards 

human-AI collaboration on teaching and learning processes in the age of AI. 
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Appendix 

 
Figure 1: Samples of confusion messages in the Education Dataset 



 
Figure 2: Samples of non-confusion messages in the Education Data set 
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