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Abstract
This research focuses on a novel algorithm for Reinforcement Learning (RL) in Regular Decision Processes (RDPs),
a model of non-Markovian decision processes where dynamics and rewards depend on regular properties of the
history. Our algorithm is inspired by Monte Carlo tree search (MCTS), yet it is improved with state merging
capabilities. Performing merges allows us to evolve the tree model into a graph over time, as we periodically
perform similarity tests borrowed from automata learning theory to learn states that are equivalent to one another.
This results in improved efficiency and scalability over standard MCTS. Empirical results demonstrate orders of
magnitude performance improvement over the state-of-the-art RL algorithms for RDPs. We discuss limitations
both in concerning the MCTS implementation and similarity tests from probabilistic automata.
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1. Introduction

The use of Monte Carlo tree search (MCTS) has shown to be highly successful in a variety of applications
in the field of reinforcement learning, with outstanding performance when dealing with large state
spaces [1, 2]. The study of techniques for state merging, state abstraction, or state aggregation, is
widely present in the literature of reinforcement learning, and a number of these have applied it to
the case of MCTS [3, 4, 5]. A common observation is that these techniques assume that observations
returned by environment represent a complete representation of the current state of the world. However,
most real-world applications and domains are naturally non-Markovian. That is, the dynamics and
rewards are functions of the entire history [6]. Therefore, complete histories of interactions with the
environment have to be considered in order to behave optimally.

A recently introduced formalism, called Regular Decision Processes (RDPs) [6], captures a well-
behaved class of Non-Markov Decision Processes (NMDPs). While the dynamics of NMDPs can show
an arbitrary dependency on the history of past observations, RDPs work under the assumption that the
reward and dynamics are regular functions of the history, and therefore representable by finite-state
machines. This implies the existence of an underlying state space where states are determined by
histories. This is a key property that makes them amenable to a range of solution techniques.

This research is studying how to devise a Monte Carlo tree search with state merging algorithm for
reinforcement learning in RDPs. More specifically, we focus on employing state merging techniques
from probabilistic automata [7] learning and seamlessly combine it within MCTS. Previous algorithms
for reinforcement in Regular Decision Processes have also used automata learning techniques to learn
the model of the decision process, however solved it using planning algorithms such as policy iteration
and showed low scalability. The motivation for MCTS is exactly its ability for dealing with larger
state spaces, which we show is greatly improved when combined with state merging. Since automata
learning is in itself a hard problem, we further adapt MCTS to generate states on demand for every
history such that, even with poor estimates of its values, the agent is still able to behave in a best-effort
fashion in states it has not visited often enough. Our contributions include the introduction of a novel
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solution that combines MCTS and state merging, closely designed to tackle the current drawbacks in
recent works in RDPs, and an empirical evaluation of the algorithm in comparison to state-of-the-art
techniques in the literature of RDPs.

2. Related Work

There exists in the literature a number of related studies to this one with the goal of improving the
performance of MCTS by means of state merging, state abstraction, or state aggregation. Here we
highlight and point out the differences between existing work and our approach. [8] propose a value-
based state aggregation, and studies how aggregating states according to their expected value can
improve the performance of MCTS in MDPs. [9] and [3] show how abstracting the state space to a
smaller dimension helps in the performance of MCTS by exploiting approximate state homomorphisms
in MDPs. [4] provide a theoretical regret analysis on the benefit of merging states in Monte Carlo tree
search and operating on a graph instead of a tree, however it does not provide a practical algorithm
and merge criteria for doing so. [5] show a method for state abstractions based on the geometry of the
state space, aggregating newly expanded nodes if similar to a neighbour node in the same depth of
the tree. The common characteristic of the studies mentioned above are that none of them considers
the setting of NMDPs. That is, state merging, abstraction, or aggregation, are preformed with the
assumption that each state holds enough information in order to be aggregated, and not considering
the whole history. In contrast, our techniques aim to improve the efficiency of the above algorithms in
the non-Markov settings, taking into consideration that both the reward and the dynamics function are
history-dependant.

The closest approaches that take into consideration both rewards and dynamics of the decision
process are [10, 11, 12]. These approaches focus on Regular Decision Processes, which we introduce
in the next section, that assume that the reward and dynamics are representable by finite automata.
Given this characteristic, these approaches rely on automata learning techniques to effectively cluster
histories into one representative state.

3. MCTS with state merging from probabilistic automata

3.1. Probabilistic Automata Learning

We present a general description of a PDFA-learning algorithm, highliting the concepts and features
of algorithms in [13, 14] that are borrowed for developing our algorithm. These algorithms work by
building a hypothesis automaton that approximates the true target automaton. Let us take Figure 1
as an example. Figure 1b shows the graph of a target automaton, and Figure 1a shows the graph of
a hypothesis automaton learned so far. States in hypothesis automaton are classified as safe (circles)
or candidate states (squares). Safe states in the hypothesis are one-to-one with states in the target
automaton, while candidate states are the frontier of the current hypothesis. As a state is promoted to
safe, the frontier is then expanded by adding new candidate states for every possible transition from the
recently promoted state. The core of the algorithm are statistical similarity tests, which are periodically
performed to determine when a candidate state can be considered safe if distinct from all other states,
or merged to another state if equivalent to another state. With enough data collected for each state,
the statistical tests we apply provide probably approximately correctly (PAC) guarantees, i.e. high
confidence and accuracy, learn a hypothesis that approximates the true target.

3.2. Combining automata learning and MCTS

Now we describe how MCTS and probabilistic automata learning can seamlessly be put together as one.
Let us start with the first MCTS procedure, selection. All nodes in the tree that are traversed in this phase
will correspond to safe states, except for leaf nodes that will correspond to candidate states. It is easy
to see that the concept of nodes in the tree that have already been expanded is closely aligned to the
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Figure 1: Incremental learning of hypothesis automaton with safe states as circles and candidates as squares,
and target automaton.

one of safe nodes. That is, the collected data and statistics each of node/state is enough to confidently
represent its possible outcomes.

Following the selection, the expansion procedure will correspond to the promotion of candidate states
(leaf nodes) to safe states. As a state is promoted to safe, new candidate states are created. That is, the
newly promoted safe state is expanded and new candidate states, i.e. child nodes that represent its
direct outcome of applying an action, are added to the tree as leaves.

The simulation procedure will correspond to the execution of an exploration policy (the rollout policy)
after a candidate state is reached. Notice that each history and its prefixes generated from simulations
past the candidate state are added to the tree as a node. In other words, each candidate state holds a
prefix tree of possible outcomes from the rollout policy.

Finally, the backup procedure will use the total return of the complete history to backpropagate the
value of all nodes in the tree in which the history traverses. We keep for each node, including nodes in
the prefix tree past a candidate state, an average return of rollouts from such node. This is an important
aspect of the algorithm, since it allows us to maintain a rough statistic of the return, though not accurate
in early iterations, for every history that maps to nodes at a not yet expanded part of the tree.

As mentioned in the previous subsection, statistical similarity tests will be performed periodically in
order to merge or promote candidate states to safe. The results from these statistical tests will determine
when a node will be promoted or merged. It is simple how promoting a candidate state to safe affects
the tree by expanding it. However, merging states remains a more elaborate process. Assume that a
similarity test returns that a candidate state and a safe state are in fact the same, i.e. their empirical
distributions are similar enough such that the test considers them equal. Merging a candidate to safe
state will amount to redirecting to the safe state all transitions that once pointed to the candidate state,
and propagating the prefix tree from the candidate state to the safe state. Note that merges can also
introduce cycles to the graph when a candidate is merged to its parent safe state. With subsequent
applications of merges, it is easy to see that a tree eventually converges to a cyclic graph. With the use
of MCTS as heuristic to guide the search, we manage to test and learn states that expands the model
towards the goal, as data is collected towards higher rewarding nodes.

4. Considerations and future directions

While we apply this algorithm to Regular Decision Processes, which have a one-to-one correspondence
to PDFA, we assume it can also be applied to larger classes of non-Markov decision processes. Our
approach builds an automaton incrementally, but we expand the fringe of candidate states by considering
a new candidate state for every visited history. This allows us to take complete advantage of the sampled



data and compute (initially rough) value estimates for every history, and therefore have a policy with
higher average return earlier on. As a drawback, we initially face a large tree, which motivates our
decision on building an algorithm based on MCTS, in conjunction with the fact that MCTS does not
need a complete and accurate model of the environment. The tree eventually converges to a cyclic
graph as states are merged and promoted to safe, and the value estimate of each node gets refined
over time. Following the similarity tests we employ from PDFA learning literature, we do have PAC
guarantees for the learned model of the dynamics [14, 11]. Regarding the policy, we have guarantees
that it converges in the limit as it progressively approximates the value function’s expected return
(UCB1 never stops exploring)[15].

Notice that we need to collect a significant amount of data (suffixes of histories) for each state needs
in order to correctly represent the distribution of possible futures from a given state. Therefore, a major
limitation we try to overcome with this algorithm is that similarity tests can be very sample-inefficient
in domains where states are harder to learn (we need to look ahead much further to be able to distinguish
states). Longer histories have lower probability of being sampled from the environment, and sometimes
this is the case for sampling the distinguishing history (a witness that tells two distributions apart).
Since this may slow down the process of learning new states given the amount of data necessary, we
try to overcome it by considering a new candidate state for every visited history instead of waiting for
more data to either promote it to safe or merge.

Furthermore, we limited our base implementation on classic MCTS, which employs the UCB1 selection
policy and a uniform rollout policy. We observed that, in domains with high stochasticity and in deeper
levels of the tree, the expected return of a node is difficult to estimate and a simple averaged return of
rollouts takes long to converge to the true expectation. However, we believe recent improvements in
MCTS and policies can further benefit the performance of our algorithm with trivial adaptations.

In other directions, techniques to prune the search could be applied, including safety and advice
properties that redirects the search when the agent visits histories that violate such properties [16, 17].
Another limitation concerns the statistical tests, which require a large amount of data in some domains
before testing accurately with regard to the PAC parameters (confidence and accuracy). While the final
hypothesis graph is minimal and PAC, one could give up on the guarantees and risk less accurate models
for sample efficiency. It remains a challenge to improve sample efficiency and still provide guarantees.
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