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Abstract
Knowledge Graphs have gained popularity in the last decade, given their ability to represent huge
structured knowledge bases. However, they are often incomplete and thus Knowledge Graph Completion
(KGC) is currently a hot topic. In this paper we present our idea of performing KGC by learning liftable
probabilistic logic programs via regularization, using LIFTCOVER+, with the aim of obtaining more
accurate results while learning a smaller set of rules.
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1. Background

Even though the term Knowledge Graph (KG) has been used from 1973 [1], there is still no
universally accepted formal definition for it [2]. Nevertheless, we can say that KGs are graph-
based representations of knowledge in terms of relationships between entities. More practically,
following the Resource Description Framework (RDF) data model [3], a KG is a set of triples
⟨𝑠, 𝑝, 𝑜⟩ where s is the subject, p is the predicate, and o is the object. An example of such a triple
is ⟨𝑒𝑑, 𝑠𝑝𝑒𝑎𝑘𝑠, 𝑑𝑢𝑡𝑐ℎ⟩. Figure 1 [4] shows an example of a KG.
Data can be naturally and effectively represented with graphs in many real-world domains,

such as computer networks, social networks, healthcare (diseases, molecules), transportation,
and so on. For this reason, KGs are employed for different tasks like query answering, recom-
mender systems, chatbots and voice assistants.

KGs have become popular over the last decade thanks to the introduction of Google’s Knowl-
edge Graph in 2012 [5], used to automatically generate knowledge panels. Knowledge panels
are boxes containing information coming from various sources on the web, and are meant to
give the user an overview of the researched topic. Aside from Google’s, other popular examples
of KGs, both proprietary and open, are Amazon Product graph, Facebook Graph API, IBM
Watson, Microsoft Satori, Wikimedia’s Wikidata [6], YAGO [7], and FreeBase [8].
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Figure 1: An example of Knowledge Graph, from [4].

Since KGs cannot contain all the possible knowledge in the domain, they are usually incom-
plete and sparse, thus it is often necessary to infer missing information (entities or relationships).
This task is referred to as Knowledge Graph Completion (KGC). According to what is missing,
KGC can be divided into specific tasks [9], such as link prediction, entity prediction, or relation
prediction.

KGC is a very active field of research and many algorithms have been proposed to solve the
problem. They can be divided into traditional and representation learning-based methods [9].
Rule-based reasoning methods and probabilistic graphical models, such as Markov Logic Net-
works, are examples of techniques that fall under the first category. On the other hand, KGC
methods based on embeddings or neural network models are an example of technique belonging
to the second category.

2. Methodology

Our goal is to perform KGC with a Probabilistic Logic Programming (PLP) algorithm [10], to
learn logical rules representing paths in large KGs, which will allow the ranking of candidates
in terms of probabilities. PLP combines logic-based languages and uncertainty [11]. In the last
years PLP under the distribution semantics [12] in particular has gained high popularity thanks
to its expressiveness, especially in domains where uncertainty plays a relevant role [13, 14, 15].
Logic Programs with Annotated Disjunctions (LPADs) [16] are a PLP language under the
distribution semantics. In LPADs, heads of clauses are disjunctions in which each atom is
annotated with a probability. Liftable Probabilistic Logic Programs [17] have been proposed
to perform lifted inference [18] in an efficient way by taking into consideration populations
of individuals instead of considering each individual separately. LIFTCOVER+ [19] performs
structure and parameter learning of liftable probabilistic logic programs, and it is an improved
version of LIFTCOVER [17] that adds regularization and gradient descent for parameter learning,
to improve the quality of the solutions and prevent overfitting.
The triples of a KG can be represented by First-Order Logic (FOL) atoms. For example,

the triple ⟨𝑒𝑑, 𝑠𝑝𝑒𝑎𝑘𝑠, 𝑑𝑢𝑡𝑐ℎ⟩ can be represented by the atom 𝑠𝑝𝑒𝑎𝑘𝑠(𝑒𝑑, 𝑑𝑢𝑡𝑐ℎ). Therefore, we



consider a KG 𝔾 as a set of ground atoms or facts:

𝔾 = {𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑠𝑢𝑏𝑗𝑒𝑐𝑡 , 𝑜𝑏𝑗𝑒𝑐𝑡) | 𝑟 𝑒𝑙𝑎𝑡𝑖𝑜𝑛 ∈ ℝ, 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 , 𝑜𝑏𝑗𝑒𝑐𝑡 ∈ ℂ}

where ℂ is a set of constants (entities) and ℝ is a set of binary predicates (relations).
Following the approach of AnyBURL [4], we want to learn chain rules of increasing length of

the form:
ℎ(𝑋0, 𝑋1) ← 𝑏1(𝑋1, 𝑋2), … , 𝑏𝑛(𝑋𝑛, 𝑋𝑛+1).

Here ℎ(…) is the head of the rule, while the 𝑏𝑖(…) form the body. Upper-case letters are variables.
AnyBURL is an anytime algorithm designed to learn rules from knowledge graphs by follow-

ing the bottom-up paradigm. With n referring to the number of body atoms and starting from
𝑛 = 2, AnyBURL iteratively samples random paths of length n, and learns rules of length 𝑛 − 1,
until a certain saturation is reached. For each rule, the confidence is computed as the number
of head and body groundings that are true divided by the number of body groundings that are
true. Considering the KG in Figure 1 from [4], in order to explain the fact 𝑠𝑝𝑒𝑎𝑘𝑠(𝑒𝑑, 𝑑𝑢𝑡𝑐ℎ),
AnyBURL finds all the paths starting from ed or netherlands, and their corresponding bottom
rule. An example of bottom rule to be generalized is the following:

𝑠𝑝𝑒𝑎𝑘𝑠(𝑒𝑑, 𝑑𝑢𝑡𝑐ℎ) ← 𝑙𝑖𝑣𝑒𝑠(𝑒𝑑, 𝑛𝑒𝑡ℎ𝑒𝑟 𝑙𝑎𝑛𝑑𝑠), 𝑙𝑎𝑛𝑔(𝑑𝑢𝑡𝑐ℎ, 𝑛𝑒𝑡ℎ𝑒𝑟 𝑙𝑎𝑛𝑑𝑠).

Then, starting from these bottom rules, AnyBURL extracts generalized rules.
Given a ground path rule of the form ℎ(𝑐0, 𝑐1) ← 𝑏1(𝑐1, 𝑐2), … , 𝑏𝑛(𝑐𝑛, 𝑐𝑛+1), extracted rules can

be of one of three types:

1. rules that generalize acyclic ground path rules, i.e., rules where 𝑐0 ≠ 𝑐𝑛+1:

ℎ(𝑐0, 𝑋 ) ← 𝑏1(𝑋 , 𝐴2), … , 𝑏𝑛(𝐴𝑛, 𝐴𝑛+1);

2. rules that generalize cyclic ground path rules, i.e., rules where 𝑐0 = 𝑐𝑛+1:

ℎ(𝑌 , 𝑋) ← 𝑏1(𝑋 , 𝐴2), … , 𝑏𝑛(𝐴𝑛, 𝑌 );

3. rules that generalize both acyclic and cyclic ground path rules:

ℎ(𝑐0, 𝑋 ) ← 𝑏1(𝑋 , 𝐴2), … , 𝑏𝑛(𝐴𝑛, 𝑐𝑛+1);

where 𝑋, 𝑌 are variables that appear in the head, while 𝐴𝑖 can appear only in the body.
A rule is stored only if a certain quality criteria is met (e.g., the confidence above a specified

threshold). Then, n is increased by 1 and the loop is repeated. Given a completion task 𝑟(𝑎, ?),
the learnt rules are then used to find an entity c such that 𝑟(𝑎, 𝑐) ∉ 𝔾 is true, with 𝑟 ∈ ℝ and
𝑎, 𝑐 ∈ ℂ. The candidate values for c are ordered according to the maximum confidence of
all the rules that generated them. In case of a tie for some candidates, the second rule that
generated them is considered, and so on. The following generalized rules can be obtained from
the above-mentioned bottom rule:

𝑠𝑝𝑒𝑎𝑘𝑠(𝑒𝑑, 𝑌 ) ← 𝑙𝑖𝑣𝑒𝑠(𝑒𝑑, 𝐴2), 𝑙𝑎𝑛𝑔(𝐴2, 𝑌 )



𝑠𝑝𝑒𝑎𝑘𝑠(𝑒𝑑, 𝑑𝑢𝑡𝑐ℎ) ← 𝑙𝑖𝑣𝑒𝑠(𝑒𝑑, 𝐴2), 𝑙𝑎𝑛𝑔(𝐴2, 𝑑𝑢𝑡𝑐ℎ)
𝑠𝑝𝑒𝑎𝑘𝑠(𝑒𝑑, 𝑌 ) ← 𝑙𝑖𝑣𝑒𝑠(𝑒𝑑, 𝐴2), 𝑙𝑎𝑛𝑔(𝐴2, 𝑌 )

where upper-case letters are variables.
In our approach, we learn rules with the AnyBURL algorithm but we attach to each rule a

probability instead of a confidence andwe tune the probabilities of the set of rules with parameter
learning. We use LIFTCOVER+ that uses regularization: we try to bring the parameters close to
0 as much as possible and we remove the rules with a probability below a threshold, because
they have a small influence on the final result. By doing so, the ranking should be more accurate
and the number of rules learnt smaller. Furthermore, being a rule-based approach, the resulting
candidate ranking is explained by the rules, and thus easily understandable.

3. Related work

Aside from AnyBURL [20, 4], several other approaches have been proposed for KGC.
AMIE [21] and its improved version AMIE++ [22] are top-down rule learning systems tailored

to support the Open World Assumption, that is, a scenario in which absent data cannot be
used as counterexamples. AMIE++ was developed to work with larger knowledge bases. The
authors of [23] proposed a neural model for Existential Positive First-Order logical queries
represented via box embeddings. In [24], the authors developed an approach for mining
relational nonmonotonic rules from KGs under the Open World Assumption, that combines
rule learning and nonmonotonic reasoning. DRUM [25] is an approach used for mining first-
order logical rules from KGs by performing inductive link prediction and thus able to manage
previously unseen entities. The authors of [26] proposed a rule learning approach to learn
typed rules using type information to guide the rule search.

4. Conclusions

In this paper, we presented our approach for performing KGC with PLP. The approach is based
on the AnyBURL algorithm, however, it differs from it in the ranking method. In fact, we use
probabilities instead of confidence values. Furthermore, the algorithmwe employ, LIFTCOVER+,
uses regularization to prune rules with negligible probabilities. In this way we should be able
to obtain a more accurate ranking and a smaller set of learnt rules.
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