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Abstract
In the digital information age, detecting and mitigating linguistic biases, particularly in political discourse, presents a critical challenge. This study addresses this issue by developing a comprehensive pipeline for annotating and analyzing a dataset of news articles. The process involved expert-driven rule creation for identifying bias indicators, followed by annotation using a large language model (LLM). The integration of a Named Entity Recognition (NER) model is tailored to identify and categorize biases within the annotated dataset. The study’s novelty lies in its blend of human expertise with LLM, enhancing the accuracy and relevance of bias detection. We conducted a comparative analysis of several language models. This research contributes significantly to both the theoretical and practical domains of bias detection in texts. The annotated dataset and the best model are made available for use and application.
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1. Introduction
In recent decades, the domain of news reporting and content generation has undergone a profound transformation [1, 2]. Traditionally, news articles were developed by journalists and reporters, who relied on their skills and ethical guidelines to convey information. With technological advancements, there has been a significant shift towards AI-driven approaches [3]. The emergence of advanced artificial intelligence (AI) and Large Language Models (LLMs) [4] has increasingly played a dominant role in various aspects of news production, such as editorial assistance, multi-language translation, content summarization, and social media updates [5].

The integration of AI in journalism has enhanced news production’s efficiency and scope but also introduced complex challenges, particularly in bias detection. The term bias’ has diverse definitions [6], but in linguistics [7], it generally refers to the presence of non-neutral or prejudiced viewpoints in content. Historically, biases in news were attributed to the subjective perspectives of human authors, writers, editors and publishers [8]. However, AI’s involvement adds a layer of complexity, as AI algorithms often mirror the biases in their training datasets.
These biases, whether explicit or implicit, can profoundly influence public opinion and societal discourse.

This paper addresses the challenge of detecting biases within political news available on web. We compiled an extensive dataset from diverse sources (CNN, BBC, Global etc.) via Google news feeds, consisting of articles selected over five months (May-October 2023). Post-collection, we conducted comprehensive preprocessing to structure and annotate the data for bias detection in both binary label and multi-class token classification tasks. This work focuses particularly on the multi-class token classification task and the methods used for annotating this data. The main contributions of this work are as follows:

**Annotation Framework:** We introduce an annotation framework wherein a team of expert annotators first developed rules to identify indicators of bias in news content. These indicators were then translated into structured prompts for analysis using OpenAI’s advanced LLM [11]. This annotation scheme, combining the efforts of human experts and LLMs, aligns with recent trends in NLP research [12] and has shown promising results [13]. The aim of this blended approach is to efficiently and accurately label news content as biased or unbiased and to pinpoint biased terms within the text.

**Named Entity Recognition (NER) Model Development:** Following the identification of biased terms, we introduce a multi-label token classification task and develop a Named Entity Recognition (NER) model specifically tailored to this annotated dataset. This model is designed to focus on the multi-label classification of biased terms found in news articles. To establish benchmarks, we evaluated various state-of-the-art models for this purpose.

This work offers a novel methodology for understanding the biases identified in political news content. This research is very timely for comprehending data construction and annotation, as well as establishing a baseline for bias detection. It also presents potential avenues for future work directed towards mitigating biases.

2. Related Work

In its broadest definition, bias can be defined as a tendency or preference towards or against certain groups or individuals [14]. Bias in linguistics is often identified through specific words, phrases, or patterns such as slurs, hate speech, and toxicity [15], or through more subtle means that reflect societal biases or subjective perspectives [16].

A diverse collection of datasets has been assembled for various bias detection NLP tasks. For example, Toxigen [17] leverages GPT-3 with 274K prompts for implicit hate speech classification, while Stereotype [18] gathers 17K Wikidata entries for quantifying biases based on gender, profession, and race. HolisticBias [19], MBIB [20], RedditBIAS [21], BIGNEWS [22] are among valuable resources for advancing research in the areas of bias detection, and linguistic analysis.

Research studies have underscored the inadvertent introduction of societal and cultural biases into training data [23, 24, 25, 26, 9, 27], as well as the amplification of disparities in NLP outcomes [28, 25]. Recent work has examined various dimensions of bias, including gender, race, religion, and emotions, with a focus on bias mitigation strategies [29, 30, 31, 32]. Additionally, efforts have been made to evaluate LM’s understanding of bias-related tasks [33], introduce frameworks for bias reduction [34], and detect biases at both the sentence level within news...
articles [35] and in letters of recommendation [36]. These interdisciplinary studies emphasize the need for ongoing vigilance and proactive measures to promote fairness in NLP models.

Our study introduces a novel approach, inspired by prior research, where we employ human-designed rules to guide a LLM in annotating bias within news articles. We then use this data as a baseline for multi-label bias detection methods.

3. Data Annotation and Model Training Pipeline

We propose a data annotation and model training pipeline in this work, shown in Figure 1. The initial stage consists of a **data collection** phase, where data is scraped from news websites and processed into a dataframe based on inclusion/exclusion criteria. The second stage consists of **annotation** process, which involves human-written rules, prompt construction, and the use of a LLM API for generating annotations. The third stage is the **data quality** stage, where experts assess the annotations, reach a consensus, and finalize the tags. The final stage is the data compliance and model building phase, the where annotated data is converted into a specific format (e.g., CoNLL), mapped, saved, and used to train a bias recognition model. Next, we explain each phase of the pipeline.
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**Figure 1:** Data Annotation and Model Training Pipeline
3.1. Dataset Construction

Our dataset is focussed on racial slurs and biases in political speeches in North America. The data is curated using Google RSS by using ‘feedparser’ and ‘newspaper.Article’ API to extract article text, publication dates, news outlets, and URLs. These articles represent a wide range of political news sources, such as 'The Daily Chronicle', 'Global Times News', 'Liberty Voice', 'New Age Politics', and 'The Public Perspective'. The data collection strategy is as:

- **Time Frame**: Five months from May to October 2023.
- **Inclusion/Exclusion Criteria**: Relevant, accessible articles included; incomplete, non-English, redundant articles excluded.
- **Keywords**: Political, economic, social, cultural, environmental, scientific, global affairs, historical, and emerging social issues.
- **Total Articles Scraped**: 40,000.
- **Articles for Annotation**: 4,000, covering a broad range of topics.
- **Annotation Method**: Initial annotations with GPT-Turbo-3.5 API, followed by expert verification.
- **Basic Fields**: Text, biased-words (n-gram words can be tokens, phrases or a pattern in a sentence), bias-label.

3.2. Data Annotation

**Rule Development**: The initial phase of our dataset construction involves a collaborative effort from five experts across computer science, social science, political science, and media analysis. These experts developed a comprehensive set of rules to identify various forms of political bias in news narratives. The experts focussed on linguistic patterns and narrative structures indicative of biases like ideological leanings, emotive language, and selective reporting. An example of a rule is as:

- **Rule**: Identification of Emotive Language
  - **News Text**: “The government’s disastrous policies have resulted in economic chaos.”
  - **Annotation**: Words such as “disastrous” and “chaos” are tagged as emotionally charged, which signifies a negative bias against the government’s policies.

**Prompt Construction**: Following the rule development, these guidelines are synthesized into a single, comprehensive prompt designed for the OpenAI [11] interface. This annotation scheme is inspired by recent works related research [12, 13]. Specifically, we used the gpt-3.5-turbo, which is from the ChatGPT model family. We provided the few-shot (5) examples to the API along with the prompt. Our prompt is:

- **Prompt**: “Carefully analyze the given news text. First, determine whether each sentence exhibits political bias. If a sentence is biased, identify and categorize instances of political bias within it, such as ideological leanings, emotive language, and selective reporting. Highlight specific words or phrases that demonstrate these biases. Pay attention to the context, subtleties of phrasing, and underlying implications in your analysis. For biased sentences, organize the identified words and phrases into a separate dataframe, categorizing them based on the type of bias they represent.”
• **Few-Shot Examples**: This prompt is accompanied by a set of annotated examples, which include both biased and unbiased sentences. These examples are intended to guide the LLM in distinguishing biased sentences from unbiased ones and then in identifying specific biased words and phrases within the biased sentences.

We obtained the dataframe with the text column, bias label and ‘bias-words’ identified in this step.

### 3.3. Data Quality Assurance

We implemented a human verification system to validate the annotations produced by the OpenAI model. This verification process was carried out over a two-month period by 5 experts and 2 students to ensure the uniformity and reliability of all annotations. Where necessary, adjustments were made based on a consensus among the team. To measure the success of this collaboration between our human experts and the AI model, we adopted an Inter-Rater Reliability Score. Currently, this metric stands at approximately 78%, which indicates a high level of concordance between human and AI evaluations.

### 3.4. Data Compliance

We transformed our annotated dataset with biased words into the CONLL (Conference on Natural Language Learning) format to align with standard NLP practices with FAIR (Findability, Accessibility, Interoperability, and Reusability) principles. This data format involves structuring each word from our ‘text’ data as a separate entity, with corresponding ‘biased_words’ annotations, in a tabular layout for a sequence labeling task. Below is an example of a politically biased sentence formatted in the CONLL style, identifying specific biased words:

- **Word**: The, government’s, reckless, policies, harm, the, economy;
- **Bias Tag**: O, O, B-BIAS, I-BIAS, B-BIAS, I-BIAS, I-BIAS.

In this example, “B-BIAS” marks the beginning of a biased phrase, “I-BIAS” continues the phrase, and “O” indicates words that are not part of a biased phrase.

**Annotated Dataset**: The annotated dataset consists of 4,000 records, comprising 50.8k tokens in total, with 20% of the dataset specifically reserved for testing. The annotated dataset is available here.

### 3.5. Bias Recognition Model

We develop a multi-label token classification model, an Named Entity Recognition (NER) system, which is designed to identify linguistic biases in textual content. The proposed model innovates beyond traditional NER approaches by incorporating features sensitive to the manifestation of bias. It aims to show not only the presence of bias but also its scope and boundary within text.

The foundation of the model is a transformer-based neural network, employing the BERT architecture for contextualized token embeddings. The classification layer of the model
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1https://huggingface.co/datasets/newsmediabias/FAKE-NEWS-BIASES-LABELLED
is a softmax layer, fine-tuned to distinguish between three classes: B-BIAS for the beginning of a biased entity, I-BIAS for tokens inside a biased entity, and O for tokens outside of biased entities. The classification of each token is computed as:

$$E_{\text{bias}} = \text{softmax}(W \cdot T_{\text{BERT}} + b)$$ (1)

where $E_{\text{bias}}$ signifies the probability distribution over the three classes for each token, $W$ is the weight matrix, $b$ is the bias vector, and $T_{\text{BERT}}$ denotes the embeddings from BERT. The corpus used for training has been annotated with these bias-specific entity tags, as elaborated in Section 3.2. To optimize the parameters of our model, we employ the cross-entropy loss function:

$$L = -\sum_{c \in \{B, I, O\}} y_c \cdot \log(\hat{y}_c)$$ (2)

where $y_c$ is the ground truth label, and $\hat{y}_c$ is the predicted probability for each class. The summation runs over the classes $B$ (B-BIAS), $I$ (I-BIAS), and $O$ (Outside).

4. Experiments

We present a comparative analysis of various LMs on the task of detecting linguistic biases within our annotated dataset. Each model is evaluated based on its ability to accurately classify the pre-defined bias entity categories: B-BIAS, I-BIAS, and O (non-biased).

4.1. Baseline Models

In our study, we compare several baseline models, each fine-tuned on our annotated dataset for bias detection. We utilize BERT ‘bert-base-uncased’ as a foundational model for deep bidirectional training, serving as our primary baseline. Additionally, we include DistilBERT ‘distilbert-base-uncased’, a lighter version of BERT that offers a balance between performance and efficiency. ALBERT ‘albert-base-v2’ is employed for its parameter-reduction techniques, which enhance efficiency and highlight the trade-offs in bias detection. Furthermore, we use RoBERTa ‘roberta-base-uncased’, a BERT-alike model but trained on a larger corpus, to examine its effectiveness in bias detection [40]. We also use Llama-7b-chat [41] by Meta, which is a generative AI LLM and we tested its bias recognition ability with few-shot learning, where a limited number of examples, or shots, are provided to perform a new instance of the task.

4.2. Settings and Hyperparameter Configuration

The dataset, detailed in Section 3, was partitioned into three distinct subsets: training (80), validation (10), and testing (10). We use precision, recall, and the F1-score to evaluate the model’s performance on the bias entity recognition task.

Our experiments were conducted using Google Colab Pro, with GPUs such as the NVIDIA Tesla P100 and A100 (at times), along with a cloud-based environment. The software stack consisted of Python 3.9, PyTorch 1.7.1 as the primary deep learning framework, and the Hugging Face Transformers library version 4.36 for the implementation of transformer-based models.
Hyperparameter tuning played a vital role in optimizing the performance of each baseline model. For BERT, DistilBERT, and RoBERTa, we chose a learning rate of $2e^{-5}$, a batch size of 16 (smaller to save memory cycles), and a training duration of 4 epochs. For ALBERT, we opted for a learning rate of $1e^{-5}$, a smaller batch size of 16, and a similar epoch count of 4. Hyperparameters were specifically adjusted to suit the few-shot learning requirements of Llama 2, aiming to maximize its efficacy in learning from a limited number of examples. All models were fine-tuned on the same annotated dataset (except Llama 2), to ensure a basis for comparison across the different approaches.

5. Results and Analysis

5.1. Performance Comparison of Baselines

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT (Base-Uncased)</td>
<td>0.82</td>
<td>0.80</td>
<td>0.81</td>
</tr>
<tr>
<td>DistilBERT (Base-Uncased)</td>
<td>0.79</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>ALBERT (Base-v2)</td>
<td>0.81</td>
<td>0.79</td>
<td>0.80</td>
</tr>
<tr>
<td>RoBERTa (Base-Uncased)</td>
<td>0.90</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>Llama 2 with Few-Shot Prompts</td>
<td>0.78</td>
<td>0.76</td>
<td>0.77</td>
</tr>
</tbody>
</table>

The comparative analysis of baseline models, as detailed in Table 1. The results provide insightful findings regarding the effectiveness in the task of bias detection.

RoBERTa (Base-Uncased) showed best performance in our analysis, achieving the highest scores across precision (0.90), recall (0.89), and F1-score (0.89). This high performance can be attributed to RoBERTa’s enhanced training and larger model architecture. BERT (Base-Uncased) and ALBERT (Base-v2) display competitive results, with BERT marginally outperforming in precision and F1-score. This suggests that while ALBERT’s design optimizes memory efficiency, but it may slightly reduce effectiveness in complex tasks like bias detection.

DistilBERT (Base-Uncased) and Llama 2 with Few-Shot Prompts show decent, although at relatively lower performance. The reduced complexity of DistilBERT, designed for efficiency, likely impacts its ability to fully understand the intricacies of bias. Meanwhile, Llama 2’s performance suggests that while few-shot learning is good rapid adaptation, but it might effect the bias detection tasks.

Overall, the results highlight the effectiveness of comprehensive training and model complexity in bias detection. These results also pointing to the nuanced trade-offs between model size, efficiency, and task-specific performance.

5.2. Qualitative Comparison of Model Performances

To provide a deeper understanding of each model’s ability in bias detection, we present comparing instances, in Table 2, where each model successfully detected bias against instances where it
Table 2
Examples of Bias Detection Performance Across Models

<table>
<thead>
<tr>
<th>Model</th>
<th>Successful Bias Detection</th>
<th>Missed Bias Detection</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>“Unprecedented policy blatantly disregards minority rights.” - Correctly identified as</td>
<td>“The policy has received mixed reactions from various groups.” - Missed implicit</td>
</tr>
<tr>
<td></td>
<td>biased.</td>
<td>bias.</td>
</tr>
<tr>
<td></td>
<td>“The policy has received mixed reactions from various groups.” - Missed implicit</td>
<td>bias.</td>
</tr>
<tr>
<td></td>
<td>bias.</td>
<td>“Critics argue the decision could have unforeseen consequences.” - Overlooked</td>
</tr>
<tr>
<td></td>
<td>slight bias.</td>
<td>bias.</td>
</tr>
<tr>
<td></td>
<td>“Critics argue the decision could have unforeseen consequences.” - Overlooked slight</td>
<td>bias.</td>
</tr>
<tr>
<td></td>
<td>bias.</td>
<td>“There are concerns about the effectiveness of the new regulation.” - Failed.</td>
</tr>
<tr>
<td></td>
<td>“There are concerns about the effectiveness of the new regulation.” - Failed.</td>
<td>Some experts are questioning the necessity of this policy.” - Missed nuanced bias.</td>
</tr>
<tr>
<td></td>
<td>“Some experts are questioning the necessity of this policy.” - Missed nuanced bias.</td>
<td>“The project’s relevance is being debated in academic circles.” - Failed to detect</td>
</tr>
<tr>
<td></td>
<td>“The project’s relevance is being debated in academic circles.” - Failed to detect</td>
<td>implicit bias.</td>
</tr>
<tr>
<td></td>
<td>implicit bias.</td>
<td></td>
</tr>
</tbody>
</table>

failed. For example, we observe that models like BERT and RoBERTa effectively identify explicit biases but sometimes miss more nuanced ones. DistilBERT and ALBERT tend to overlook subtle biases, which hints a need for refinement in detecting less apparent bias instances. The performance varies greatly with the context of the bias, as seen in Llama 2’s accurate detection in cases of ‘nepotism’ but could not perform good in abstract scenarios.

6. Conclusion

This research presents the development and implementation of a comprehensive data annotation and model building pipeline. A key outcome of this research has been the successful annotation of a dataset comprising 4,000 records, alongside the identification of the most effective model for bias detection. We make both the annotated data and best model weights (RoBERTa) publicly available for further research and application. This study also acknowledges the dynamic nature of language, highlighted by the phenomenon of data drifts [27, 42]. This underscores the need for ongoing monitoring and updating of our data annotation protocols. The limited size of the dataset, at 4k records, poses potential limitations on the depth and diversity of biases that can be captured. Therefore, expanding the dataset is crucial for enhancing the robustness and generalizability of our models. The Llama 2 model [41], with its focus on few-shot learning, demonstrated promising results. However, to optimize its performance, we recommend fine-tuning it with more explicit instructions. This research lays a foundation for data annotation and model building in the evolving landscape of language and bias.
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