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Abstract

In a time of increasingly complex software systems, explainability is an emerging software quality aspect
that can support users by increasing understandability and providing guidance. If the explanations
provided by a system are not appropriate, or if there are too many explanations, users are obstructed
rather than supported. The elicitation of explainability requirements is subject to confirmation bias
and hypothetical bias, and it often relies on the tacit knowledge of stakeholders. Furthermore, there is
a need to identify explainability needs during system runtime, as different users of the same system
may have vastly different explainability needs. To address these biases and enable the detection of
explainability needs, we propose the observation and analysis of user biometrics during runtime. For
instance, we assumed that the need for explanations might correlate with an increased stress level,
which could be detected via biometric sensors. In this paper, we report an experiment in which we had
nine participants wearing a biometric watch while they navigated a software system that purposefully
induced explainability needs. The preliminary results of our experiment indicate that explainability
needs may be detected via physiological triggers. In particular, we identified electrodermal activity as a
notable indicator for the need for explanations.
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1. Introduction

Explainability is the capability of a system to be explained to its users [1]. In complex software
systems, explainability can be used as a means to provide transparency and understandability,
aiming to foster user trust [2, 3]. Although the general usefulness of explanations in software
has been shown in previous work [2, 4], explainability needs for the same software system
differ between stakeholder groups [2, 5]. Indeed, providing inappropriate explanations or too
many explanations can confuse and frustrate users [1]. To avoid such a conflict, explainability
needs have to be elicited carefully [5].
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The elicitation of explainability requirements involves a number of biases that are typically
not in the focus of requirements engineering research. On one hand, asking stakeholders if
they want specific explanations in a given scenario, leads to confirmation bias [5], i.e., they
will tend to agree rather than disagree when asked if they want a certain explanation. On the
other hand, asking stakeholders if they might want explanations for a system that does not
exist yet relies on tacit knowledge of the respondent [6] and leads to hypothetical bias [7], i.e.,
stakeholders will make more false judgments in hypothetical scenarios. In order to provide
users with appropriate explanations when - and only when - they need them, a method to
monitor end-users’ needs for explanations during system runtime is required.

In this paper, we present the preliminary results of an experiment with nine participants. In
particular, we had our participants wear a biometric watch while they navigated a software
system that purposefully induced needs for explanations. We recorded and analyzed their
interactions with the system as well as their biometrical data for the duration of the experiment.
Our preliminary results indicate varying correlations between physiological triggers and the
need for explanations. We only found a weak correlation between participants’ blood volume
pulse and their explainability needs, and we found no correlations involving skin temperature
and heart rate. However, electrodermal activity had a notable correlation to our participants’
need for explanations. Overall, we find that the interdependence of physiological triggers and
explanatory needs warrants further investigation. This includes the examination of further
biometrics and more different contexts in which explainability needs may arise.

The rest of this paper is structured as follows: We provide background information and
related work for this paper in Section 2. The study design is laid out in Section 3. We present
and discuss the results of our experiment in Section 4 and Section 5. The conclusion of this
paper and a discussion of future work are found in Section 6.

2. Background and Related Work

2.1. Explainability

Explainability is a non-functional requirement [1] that is typically related to artificial intelligence
(AI) systems, within the context of explainable AI (XAI) [4]. In XAI, explainability is commonly
understood as a means to provide interpretability [8] by explaining machine learning models,
and by reasoning the models’ decisions [9]. The goal of providing these explanations to end-
users is usually to increase transparency and understandability [2], which can ultimately foster
user trust [1]. However, recent research on explainability as a non-functional requirement has
revealed that explainability may support goals other than just providing interpretability for Al
systems [2]. In particular, explanations may be used to guide users [10], increasing the usability
of a system. Another Al-independent example are privacy explanations, which can provide
transparency and foster user trust [11].

Explainability requirements must be carefully elicited to meet the individual explanatory
needs of the stakeholders [2]. Even within the same stakeholder group of the same software
system, individual stakeholders may have vastly different explainability requirements [5]. If the
presented explanations are not appropriate for the user, or if too many explanations are provided,
users might end up confused and frustrated, rather then empowered [1]. Whether an explanation



is appropriate depends on its addressee [2], but also on the goals of the explainer [12] and on the
context within which the system is used [2, 13]. Considering the diverse explanation needs of
different addressees, there has been research into personalized explanations [14]. Furthermore,
the consideration of explainer goals has been researched by Deters et al. [12]. However, while
past works highlight the importance of context for providing explanations [2, 13], there is still
a need to research how the need for explanations can be detected within any context, i.e., at
system runtime.

2.2. Biases in the Elicitation of Explainability Requirements

In addition to commonly encountered biases of requirements engineering, such as confirmation
bias [15], the elicitation of explainability requirements is subject to additional disruptive factors,
namely hypothetical bias [7] and tacit knowledge [6]. Chazette et al. [16] researched methods
for the elicitation of explainability requirements and found that the most common methods are
interviews, personas and questionnaires. They also highlight the prevalence of explainability
scenarios, in which participants put themselves into hypothetical software use cases in which
explanations might be needed [16].

Explainability requirements elicited via interviews and questionnaires and personas that are
based on them may be subject to confirmation bias [5]. If study participants are confronted
with a software system (real or hypothetical), and asked if they want explanations for certain
situation, they might lean towards asking for more explanations than they actually need [5],
i.e., they are biased towards confirming the assumptions of the experimenter. This happens
because the study participants are not consciously aware that too many explanations might
also lead to negative effects [1], such as an increased cognitive load [17].

Explainability scenarios [16] lead to hypothetical bias [7]. For one, the participants of an
explainability scenario might not be actual stakeholders of the software. On top of that, scenarios
with a software system that does not exist yet ask their participants to state whether or not
they require explanations in a yet unknown situation. Explainability needs typically arise when
confusion or frustrations with the software are encountered and an explanation is needed to
provide clarity and guidance [1]. Asking stakeholders of a future system where and when they
might encounter problems that require explanations is unreasonable and relies heavily on tacit
knowledge of the stakeholders [6].

2.3. Biometric Watch

Biometric watches are devices that can record various physiological data. The empatica watch
“Embrace Plus” used in our experiment records electrodermal activity (EDA), blood volume
pulse (BVP), heart rate (HR) and body temperature, among other things. Electrodermal activity
generally refers to all electrical phenomena in the skin tissue [18]. The empatica watch records
the skin conductance level in microSiemens (11.5) by using a constant voltage. The EDA value
provides indications of the body’s response to stress, temperature or exercise [19, 20, 21]. With
these stimuli, the so-called “sudomotor innervation” is increased by the sympathetic nervous
system (SNS), which causes the EDA value to increase [19]. The delay between a stimulus
and an increase in the EDA value is approximately 2 seconds [18]. BVP describes the changes



in peripheral blood volume [21]. Some features extracted from the BVP are also capable of
detecting stress, cognitive load and affect [21]. The HR describes the rate of heartbeats and can
be estimated using the BVP [20].

Girardi et al. [22] used the empatica watch to find a link between emotions and perceived
productivity in development teams. Their work also focused on the values of EDA, BVP and HR.
While the study does not deal with the elicitation of requirements, it shows that it is possible to
detect emotions with the empatica watch. Schmidt et al. [23] conducted a literature review on
affect recognition with wearable devices. Affect recognition is the recognition of a person’s
affective state (e.g. stress) in order to investigate decision-making, psychological well-being or
similar [23]. Schmidt et al. [23] analyzed 46 papers to determine which sensors are frequently
used for affect detection. They found that about 74% use EDA, 33% use skin temperature and
9% use HR. Many of the reviewed studies focused on analyzing stress levels. To the best of
our knowledge, there is no previous research on whether biometric data can be used to assess
requirements.

3. Research Design

3.1. Research Questions

Our first research question addresses which of the biometric data types recorded by the empatica
watch is most appropriate for identifying the need for explanation (RQ1). Our second research
question assesses whether this data can realistically be used to identify the need for explanation
among users (RQ2).

RQ1 Which biometric parameter is most appropriate for identifying the need for explanations?
RQ2 Is the parameter found in RQ1 capable of supporting the identification of explanation
requirements?

3.2. Study Design

We conducted a controlled experiment to test whether certain biometric data is a suitable means
to elicit explainability needs. Participants were confronted with tasks designed to trigger a need
for explanation. Throughout the study, participants wore the empatica watch, which recorded
the EDA and BVP. Furthermore, we recorded the screen to verify whether there was a need for
explanation at the intended tasks.

3.2.1. Tasks

We used Microsoft Excel as a test object. Using Excel, participants were asked to complete
five tasks, with each five to seven subtasks. Three subtasks intended to trigger the need for
explanation. We included enough filler tasks before each stimulus to ensure that the last stimulus
was distant enough to avoid past tasks from influencing the current tasks. All tasks that are
supposed to trigger a need for explanation are described in Table 1. The first task triggering the
need for explanation (E1) was a task that was difficult to perform. This was intended to trigger
the need for interaction explanations which explain how to use a system correctly. The second



Table 1
Tasks that aimed at inducing a need for explanation

Task Triggered type of explanation need

E1 The user knows the task (the goal) but does not know how to perform it with the software.
The participant was asked to rotate the text in a field at an angle of 45 degrees.

E2 The user expects a different output from the system than he receives.
The participant was asked to create a graph according to instructions. The final result looked
different in the instructions than in reality.

E3 The user does not know the terminology used.
The participant was asked to create a so-called pivot table. We gave instructions on how to do
this but did not explain what a pivot table is.

task triggering explanation need (E2) was designed in such a way that the result provided by
Excel was different from the expectation we created. E2 aimed at simulating unexpected system
behavior, causing the users to need an explanation of how the system arrived at this result. The
third task triggering explanation need (E3) contained terms that the participants were unlikely
to know. It was therefore intended to trigger the need for terminology explanations.

3.2.2. Data Collection

We collected two types of data. Firstly, biometric data using the empatica watch. These data
are numerical values as time series, with one value per second. Secondly, we captured screen
recordings showing the interaction of the participants while completing the tasks. These
recordings are videos between 15 and 45 minutes. The data collected in this study includes
personal medical data of our participants and can therefore not be disclosed. Before the actual
study, the participants were also asked to complete a questionnaire about their age, gender and
previous experience with Excel.

3.2.3. Demographics

The participants were acquired through convenience sampling from our personal and profes-
sional network. Seven of the nine participants were between 20 and 30 years old and two
participants were over 60 years old. There were five female and four male participants. 22% of
the participants stated that they had a lot of experience with Excel, 67% stated that they had
medium experience and 11% stated that they had little experience.

3.2.4. Data Analysis

The first step of the data analysis consisted of checking whether the planned tasks triggered
a need for explanation. To do this, we analyzed the videos manually to check for anomalies
such as long pauses, unusual mouse movements or incorrect inputs. If a moment with a need
for explanation was found, the time of this moment was noted. The second step was to find
conspicuous features in the EDA, BVP, HR and temperature data. We processed the biometric



data independently of the previously found points in time. The peaks of the EDA values were
identified manually by inspecting the data. There is no direct way to identify the characteristic
shape of the EDA peaks with the data the empatica watch provides yet. We note that there
are toolkits for the assessment of EDA values. For example, Aqajari et al. [24] developed a
python toolkit to evaluate EDA values according to certain features. However, they evaluate
EDA values in the form of electrodermal resistance measurement in kOhms, while the empatica
watch outputs the skin conductance level in microSiemens. Since this study is only intended as
an initial evaluation of whether the detection of explainability requirements is at all feasible
using biometric data, the initial evaluation by manual detection of EDA peaks is sufficient. The
HR and skin temperature are also evaluated manually for the time being. To analyze peaks in
the BVP we used the generalized ESD test [25]. The ESD test can be used to detect outliers
in time series data. The ESD test is more suitable for the BVP values, as it focuses on global
outliers rather than specific peak shapes. However, it should still be noted that the ESD is not
adjusted to BVP outliers and therefore does not provide an optimal evaluation.

4. Results

The screen recordings revealed that tasks E1 and E2 triggered a need for explanation in over
50% of participants. More precisely, E1 triggered a need for explanation in five out of nine
participants and E2 in seven out of nine participants (see Table 2). For the task E3, the recordings
did not reveal a need for explanation for any of the participants.

The data points for temperature and heart rate did not allow any insights into possible needs
for explanation. The body temperature values that we collected via the empatica watch increase
constantly without peaks. The HR values, which are calculated from the BVP, jump irregularly
without any peaks or other outliers being recognizable. We will therefore only discuss the EDA
and BVP values in more detail.

4.1. Recall

Two main findings are presented in Table 2. Firstly, the number of participants who had shown
a need for explanation in the respective tasks E1 - E3 are listed. Secondly, Table 2 displays
how many of these needs for explanation were recognized for both EDA and BVP values. Five
participants had a need for explanation for task E1. For one of these participants, at least one

Table 2
Number of participants with need for explanation and the identified explanation needs by EDA and BVP

Need for Expl. BVP EDA
# % # % # %

E1 56% 1 20%2 1 20%

5
E2 7 78% 6 8% 4 57%
0

E3 0% - - - -




EDA peak was detected when the need for explanation occurred. This means that for 20% of
the participants, the EDA value peaked when an explanation was needed for task E1. The same
applies to the outliers of the BVP value. For task E2, seven out of nine participants had a need
for explanations. 57% of the participants had at least one EDA peak at the time of need. For the
BVP values, an outlier was detected for 85% of participants at the time of the explanation need.

4.2. Precision

Table 3 shows the proportion of correct and incorrect conspicuous features in the EDA and
BVP values. “Correct” means that the peak of the EDA value occurred at a point where the
participant needed an explanation. Accordingly, “incorrect” means that a peak occurred at a
point where the participant did not have any need for explanations. The points at which a need
for explanation occurs were previously determined by analyzing the screen recordings. 73% of
the detected outliers of the BVP value were false positives. If we keep in mind that there are
significantly more points in time where no explanation is required than points in time where
an explanation is required, these statistics indicate that the outliers of the BVP values are not
completely random, but also not reliable. When analyzing the EDA peaks, only 32% of the
values were false positives, indicating that the EDA value is more precise than the BVP value.

Table 3
Proportion of correctly and incorrectly identified need for explanation per participant
BVP EDA
Participant | # Outlier Correct Wrong | # Peaks Correct Wrong
1 3 0% 100% 0 - -
2 9 33% 67% 0 - -
3 20 50% 50% 4 100% 0%
4 18 33% 67% 0 - -
5 28 14% 86% 4 50% 50%
6 13 23% 77% 4 50% 50%
7 2 50% 50% 2 50% 50%
8 10 0% 100% 0 - -
9 9 33% 67% 5 80% 20%
[ Total | 112 27% 73% 19 68% 32%

5. Discussion

5.1. Answering the Research Questions

RQ1: Which biometric value is most appropriate for identifying the need for expla-
nations? The body temperature and HR did not allow any conclusions to be drawn about
the need for explanations. The BVP data allowed the identification of several outliers. These
outliers had a high recall of 0.85 for task E2, but the precision was low at 0.27. This means
that many explanatory needs were recognized by the BVP value, but frequent false positives
occurred. Although the peaks in the EDA values had a lower recall of 0.57 for E2, the precision



was considerably higher at 0.68. The EDA therefore recognizes slightly less need for explana-
tion than the BVP, but the number of false positives is significantly lower. In a requirements
engineering context, the EDA value is therefore the most suitable indicator of the four biometric
data analyzed for identifying the need for explanation.

RQ2: Is the parameter found in RQ1 capable of supporting the identification of expla-
nation requirements? At this point, the low precision of EDA means that a high number of
users is needed to reliably predict the need for explanations. If the EDA values of several users
peak at the same point of use, it is unlikely a false positive. For example, in a setting where
users wear biometric watches on a daily basis and provide data for improvement purposes, the
EDA value would be a suitable indicator to collect explanatory needs. It is also likely that the
precision will increase if a suitable method to evaluate the EDA value automatically is found, as
inaccuracies due to manual evaluation are eliminated.

5.2. Threats to Validity

We discuss the threats to the validity of this work in accordance with Wohlin et al. [26]:

The construct validity of our experiment is threatened by mono-operation bias, as all partic-
ipants performed the same tasks with the same software. In the future, we plan to conduct
experiments on physiological triggers for explainability in other contexts and settings. Fur-
thermore, our experiment is subject to mono-method bias, as our only source of data are the
biometric sensor data and the screen recording. In future experiments, we plan to supplement
the biometric detection of explainability needs with questionnaires that can validate whether or
not a need for explanation was truly present.

The internal validity of our experiment is not threatened by selection bias, as the demographic
distribution of our sample was fairly spread out. That means we are confident that our results
are not influenced by our selection of study participants. However, it is questionable if this
applies at a sample size of nine participants. Experimenter bias only applies to the first author
of this paper, i.e., they are invested in the results of this work. The other two authors, while
working on explainability, are not invested in the explicit research of physiological triggers
and therefore not influenced by experimenter bias. Our research approach is novel and the
intention of the study was only revealed to participants after they finished the study. Therefore,
it is unlikely that our work is threatened by hypothesis guessing, as our study participants were
most likely unable to guess the goal of the study while they were participating,.

The conclusion validity of our work is threatened, as we only applied descriptive statistics,
rather than hypothesis testing. This is in part caused by the small sample size of nine participants.
Therefore, the conclusions of this work should be seen as preliminary only. The reliability of
measures is limited by the precision of the biometric sensors of the empatica watch. As the
empatica watch is currently used in professional medical contexts, we are confident that the
sensors are reliable enough for the purposes of our experiment. The manual evaluation of
the EDA data also poses a threat to the conclusion validity, which could be mitigated by an
automated method for evaluating the EDA value in future experiments.

The external validity of our work is threatened by the small sample size of nine participants.
As such, our results are only preliminary and cannot be generalized to a larger population.



6. Conclusion and Future Work

Detecting requirements for explanations by wearing a biometric watch is rather unusual, but we
consider it a creative elicitation method that can avoid biases and reliance on tacit knowledge.
Our study suggests that EDA values may be an interesting indicator for explanatory needs that
should be investigated further. Due to the small sample size in our study, we cannot make any
definitive statements about whether EDA can actually predict the need for explanations, but
our preliminary results motivate further research in this direction.

We will conduct more studies to investigate the effectiveness of EDA as an indicator for
explanation needs. In particular, we want to investigate other methods for the evaluation of
EDA, with the goal of achieving higher precision. We are confident that at a high level of
precision, EDA could enable the elicitation of explanatory needs during system runtime and
serve as a trigger for the automatic display of explanations.
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