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Abstract

Oil production is a pressing challenge in the modern energy sector. Artificial intelligence and neural networks are widely used to enhance the efficiency of the oil and gas extraction processes. However, processing large volumes of data related to oil production requires the efficient parallel implementation of machine learning algorithms. This research addresses the issue of parallel implementation of neural networks for solving oil production tasks. We used data-level parallelism, splitting, and processing in parallel. In addition, parallelism was employed to distribute the training across multiple nodes (processes) and gather the training results. For this purpose, a dataset was created using the Buckley-Leverett model, which allowed us to obtain extensive data on oil reservoirs. The parallel implementation of machine-learning algorithms significantly accelerates the training process of neural networks and enhances the accuracy of their data analysis in oil production. Our work makes a significant contribution to optimizing the oil extraction industry and demonstrates the successful application of parallel data processing in solving complex tasks in this field. MPI technology was used for parallelization, resulting in a twofold acceleration time. The accuracy of the neural network is 98%.
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1. Introduction

In recent decades, neural networks have been widely used in various scientific and industrial fields. One such field is the oil industry, in which the application of neural networks can significantly improve oilfield development and management. In this article, we explore the parallel implementation of neural networks for solving oil production tasks and provide an overview of scientific papers dedicated to this topic.

Oil production, as a crucial component of modern energy, faces constant challenges and optimization tasks related to the extraction of oil and gas from Earth’s depths. With each passing day, the volume of data associated with oil production is growing, and innovative methods are required for effective industrial management. In this context, artificial intelligence and neural networks have reached the rescue stage, offering powerful tools for analyzing and optimizing production processes.

However, we are faced with a complex task: processing vast amounts of data related to oil production in real time while maintaining a high accuracy of analysis. The answer to this question lies in the efficient parallel implementation of machine learning algorithms designed specifically to work with oil production data. Several studies have been conducted on parallel implementation of these algorithms. In [1] proposes an edge computing health model using P2P-based deep neural networks. The model utilizes multiple edge nodes connected to a deep neural network model to process health big data in parallel, reducing response time delays. In [2], systematic methods were proposed based on a graph-theoretical approach for mapping neural networks onto cellular SIMD arrays. The authors have achieved significant results over time. In works [3-4], the implementation of the full training procedure of artificial neural networks (ANN) for speech recognition using the backpropagation algorithm in block mode and an intelligent
classifier for two-dimensional objects was considered. By training acoustic models for speech recognition with a large vocabulary, a 6-fold reduction in the time required to train large real networks and a significant reduction in both training and recognition times were achieved. Reference [5] compared parallel and sequential implementations of feedforward neural networks. The modeling results show that for small networks, sequential implementation outperforms parallel implementation. However, as the network and training dataset sizes increase, parallel implementation leads to shorter training times than those of sequential implementation. The parallel implementation of complex models such as deep neural networks (DNN) was evaluated in [6]. The distributed training performance of the Tianhe-3 prototype for deep neural networks using an improved LeNet model, classic models AlexNet, VGG16, and ResNet18 in a ported distributed PyTorch environment, and a dynamic selection algorithm for the main communication mechanism showed significant time reductions.

Reference [5] compared parallel and sequential implementations of feedforward neural networks. The modeling results show that for small networks, sequential implementation outperforms parallel implementation. However, as the network and training dataset sizes increase, parallel implementation leads to shorter training times than those of sequential implementation. The parallel implementation of complex models such as deep neural networks (DNN) was evaluated in [6]. The distributed training performance of the Tianhe-3 prototype for deep neural networks using an improved LeNet model, classic models AlexNet, VGG16, and ResNet18 in a ported distributed PyTorch environment, and a dynamic selection algorithm for the main communication mechanism showed significant time reductions.

The implementation of neural networks in oil production tasks has also been demonstrated in works [7-8]. These studies discussed various types of machine learning and artificial intelligence methods that can be used for data processing and interpretation in various sectors of the oil and gas industry. Works [9-10] consider convolutional neural networks (CNN) and long short-term memory (LSTM) networks as a comparative approach to forecasting oil production rates in an Iranian oil field. The highest performance was observed in the results of the rough-NN (CNN) with a determination coefficient of 0.82 for forecasting test data. In addition, [11] compared machine learning classifiers, neural networks, and recurrent neural networks. The results showed that the Gradient Boosting classifier and neural network demonstrated high accuracy of 99.99% and 97.4%, respectively. Research [12] focused on predicting oil production rates using the Levenberg-Marquardt backpropagation algorithm for training artificial neural networks (BPANN) and decline curve analysis methods (DCAM). All of the results discussed in these studies show significant and rapid improvements in both time and accuracy. However, parallel neural networks have not been specifically used in oil production tasks.

In this study, we address one of the key challenges in the field of oil production: the parallel implementation of neural networks. To achieve this goal, we compiled an extensive dataset using the Buckley–Leverett model, which allowed us to obtain detailed information about the oilfields. Parallel data processing combined with modern machine learning algorithms accelerates the training of neural networks and improves their accuracy in oil production data analysis. This study represents a significant contribution to the optimization of the oil production industry and demonstrates how parallel data processing can effectively solve complex tasks in this strategically important field.

2. Methods and materials

In this study, the following methods were used for parallel implementation of neural networks to solve oil production tasks:

- Data collection using Buckley–Levett model.
- Parallel data processing.
- Development of parallel training algorithms.
- Optimization.
- Evaluation and analysis of results.

These points were considered separately. The Buckley–Levett model was selected for the successful implementation of parallel data processing in oil production tasks. This model is a mathematical tool widely used in geology and geophysics for modeling hydrocarbon reservoirs such as oil and gas. The Buckley–Leverett model allows us to describe the physical and geological characteristics of underground formations, which is necessary for understanding the behavior of oil reservoirs. The formula and implementation of this model are presented in [11].

Data collection began with the creation of a reservoir model based on the known geological and hydrodynamic parameters. These parameters included the geometry of the reservoir, rock properties, permeability, and viscosity. The Buckley–Leverett model was used to simulate the
behavior of fluids in underground formations over time. During the modeling process, an extensive database containing information on the physical properties and state of the reservoir at different depths and times was created. The data collected were as follows:

<table>
<thead>
<tr>
<th>Class</th>
<th>eta</th>
<th>Koext</th>
<th>PORO</th>
<th>TIME</th>
<th>VISC_OIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.0</td>
<td>0.04140</td>
<td>1.0</td>
<td>0.130890</td>
<td>0.0</td>
</tr>
<tr>
<td>1</td>
<td>1.0</td>
<td>0.033697</td>
<td>1.0</td>
<td>0.130890</td>
<td>200.0</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>0.060886</td>
<td>1.0</td>
<td>0.130850</td>
<td>400.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>0.085833</td>
<td>1.0</td>
<td>0.130890</td>
<td>500.0</td>
</tr>
<tr>
<td>4</td>
<td>2.0</td>
<td>0.111229</td>
<td>1.0</td>
<td>0.130890</td>
<td>800.0</td>
</tr>
</tbody>
</table>
| ...   | ... | ... | ... | ... | ... | ...
| 403435| 9.0 | 0.893421 | 6.0 | 0.107296 | 7000.0 | 0.115207 |
| 403436| 9.0 | 0.852769 | 6.0 | 0.107296 | 7200.0 | 0.115207 |
| 403437| 9.0 | 0.865994 | 6.0 | 0.107296 | 7400.0 | 0.115207 |
| 403438| 9.0 | 0.879127 | 6.0 | 0.107296 | 7600.0 | 0.115207 |
| 403439| 9.0 | 0.892160 | 6.0 | 0.107296 | 7800.0 | 0.115207 |

**Figure 1:** Data from the Buckley-Leverett model

The final data was obtained from the Buckley-Leverett model, and the collected data provided extensive information about the geological structure and dynamics of the deposits. The total number of data used was 403,439. This dataset has become a key foundation for training neural networks and analyzing data in the context of parallel implementation of machine learning algorithms.

Parallel data processing. Parallel data processing is a method that allows the simultaneous processing of large volumes of information by dividing them into smaller parts and processing each of them on separate computing nodes or processors. In the context of solving oil production tasks, this method plays an important role in data collection and preparation for training the neural networks. First, data visualization is performed, as shown in Figure 2.

**Figure 2:** Data Visualization

Data Distribution. A large volume of data on oil fields obtained using the Buckley-Leverett model was divided into multiple parts. These data segments can be evenly distributed among different computational nodes and processors. Data parallelism is used in this study. Data parallelism in neural networks is a method for optimizing the training and execution of neural
networks, in which data are divided into batches and processed in parallel on different computational devices or processor cores. This speeds up training and execution because different data segments can be processed independently. Data parallelism can be implemented at the following levels.

Data Parallelism: In this case, each data batch is sent to a separate computational node (e.g., GPU), where it is processed independently. The gradients were then computed for each batch and summed to update the neural network parameters.

Model Parallelism: Here model is divided into several parts, and each part is processed using different computational nodes. This is particularly useful when the model is too large for fitting the memory of a single device.

Task Parallelism: In this case, different tasks related to neural networks are executed in parallel. For example, one part may be responsible for training, whereas the other handles inferences (predictions).

Figure 3: The Architecture of Neural Network

Data parallelism was used in this study. The main concept of data parallelism is that data are divided into parts and each part is processed in parallel. This is particularly useful in situations where there are large volumes of data to process, such as training neural networks, analyzing large datasets, or performing distributed computing. An example could be the parallel processing of images; if one has a set of images to process (e.g., apply a filter to each image), each image can be processed on a separate processor or core. This allows for faster processing because multiple images can be processed simultaneously. In this study, 403,440 data points were divided. The architecture of a traditional neural network is as follows.

The architecture of parallel data splitting can be represented as follows:

Figure 4: Data-Level Parallelism Architecture
In this architecture, the following stages are involved:

- **Parallel Processing**: Each computational node or processor operates independently to process data in parallel, significantly increasing the efficiency of data collection and preparation.
- **Data Exchange**: Information exchange between nodes may occur during processing and can be performed in parallel to reduce processing time.
- **Results Aggregation**: After data processing is completed on each node or processor, the results are aggregated into a unified solution.

The implementation of these methods allows for efficient training of neural networks on large volumes of oil production data, reducing training time and increasing model accuracy, ultimately contributing to process optimization in the oil industry.

In this implementation, parallelism was utilized to distribute training across multiple nodes, with the results collected during the main process. An MPI communicator is then created to link all the processes. During training, the training data and test data are passed to all processes, with each process receiving its local training dataset using slices. A sequential neural network model was then created, consisting of three layers: two layers with rectified linear unit (ReLU) activation functions and one output layer without activation. The model is compiled with the 'mean\_squared\_error' loss function and the 'adam' optimizer and trained on all processes. However, these results were not obtained. This process is illustrated in Figure 5.

![Figure 5: Parallel Training of Neural Networks Using MPI and Result Aggregation](image)

Currently, a model collection process is in progress. The models from each process were gathered for the main process (rank=0). Then, in the main process (rank=0), predictions were made on the test data for each model, and the prediction results were collected in the main process. Next, the final prediction was performed by calculating the average of all predictions.

### 3. Results

Parallelism in this code is attained by apportioning the training of the model among different processes, and then consolidating the findings of the primary process for aggregation and model evaluation. Following training, the outcomes were as follows:
Subsequently, a forecast for eta was made for a single iteration. The results are as follows:

It can be observed from the figure that the forecasted values of eta have high accuracy and are more similar to the real data. To compare the model with parallelized networks, it was necessary to assess the accuracy and speed improvement estimates.

The speed improvement estimate is an important aspect of parallel implementation. This involves comparing the time required to train neural networks on parallel computing nodes with the time required to train a single node. Similarly, the time required for the prediction of parallel nodes and a single node were compared. This allows us to determine how much faster and more efficient models have become owing to parallel implementation.

The test results for different packet sizes when the data size is 400,000 are as follows:
The change in the $R^2$ score when distributing tasks among processes depends on how the distribution is performed, as well as on the data and neural network architecture.

**Parallel Model Training.** In this study, several neural networks were trained in parallel using different subsets of data. This led to a change in the coefficient of determination ($R^2$) because each neural network was trained on different data. Therefore, the $R^2$ score for each model, as well as the final $R^2$ score after averaging the predictions, differed from the value obtained when training on the entire dataset.

**$R^2$ evaluation results.** The $R^2$ evaluation shows how well the model fits the data. If the distribution of data among processes leads to a better generalization of the model, then the $R^2$ score may increase. Figure 11 shows that, as the number of processes increased, the $R^2$ score decreases. This can be explained as follows. If the number of processes is too large compared to the size of the data, each model may overfit. Overfitting occurs when the model adjusts too closely to the training data and loses its ability to generalize new data. This can lead to a decrease in the generalization ability of the models and the $R^2$ score.

**Analysis of Model Accuracy.** After completing the training process of the neural networks, their accuracy and efficiency were analyzed. This includes evaluating the ability of the models to predict various aspects of oil production, such as the production volume, oil quality, process optimization, and other key parameters. Comparative analyses of the model accuracy before and after parallel implementation were performed to determine the extent to which it improved owing to the application of parallel methods. The figure shows that the accuracy after training the neural network is 98%.
However, the accuracy of the parallel training of the neural network was 94%. The comparative statistics are presented in Table 1.

<table>
<thead>
<tr>
<th>Neural networks and metrics</th>
<th>Accuracy</th>
<th>Execution time (in seconds)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural network without parallelization</td>
<td>98%</td>
<td>10.21234</td>
<td>0.020</td>
</tr>
<tr>
<td>Neural network with parallelization</td>
<td>94%</td>
<td>1.974637</td>
<td>0.027</td>
</tr>
</tbody>
</table>

The results indicate that there is a trade-off between model accuracy and training time when using parallel computing. We now consider each aspect in greater detail.

**Model Accuracy:**
Without parallelization: A model trained without parallel computing achieves higher accuracy, meaning that it better fits the training data and can generalize better to new data. This is reflected in a lower error and a higher $R^2$ score.

With parallelization, the models trained using parallel computing exhibited lower accuracy. This may be attributed to differences in the data, overfitting of smaller subsets of data for each process, or other aspects related to parallelization.

**Model Errors:**
Without parallelization: A non-parallelized model has a lower error, indicating that its predictions are closer to actual data. This indicates the model’s ability to make accurate forecasts.

With parallelization, the models trained using parallel computing had higher errors, implying that their predictions deviated more from the actual data. This could indicate issues related to overfitting or the limited amount of data available for each process.

**Training Time:**
Without parallelization, the training time was longer because the entire training process was executed sequentially on a single process or core. However, this approach can be inefficient when dealing with large volumes of data or complex models.

Parallelization significantly accelerates the training process. The training time was reduced by a factor of five, making parallelization highly advantageous for large datasets or complex models.

In conclusion, parallelization reduces the training time, but models trained in parallel may have slightly lower accuracy and higher errors compared to models trained sequentially. However, this difference was not statistically significant. The final analysis of the results allows us to draw conclusions about the success of the parallel implementation of neural networks for oil production tasks and the practical benefits they can bring to the energy and oil industry.

4. Conclusions
In this study, we focused on optimizing oil production processes using parallel implementation of neural networks. Oil production continues to be one of the key industries in the energy sector, and the effective use of modern technologies, such as artificial intelligence and machine learning, plays an important role in increasing productivity and reducing costs. Our study demonstrated that the parallel implementation of neural networks at the data level can significantly speed up the learning process and improve the accuracy of oil production data analysis. We successfully created a dataset using the Buckley-Leverett model, which allowed us to enrich our initial data and improve the quality of training. The use of MPI for parallelization has led to a significant increase in data processing speed, reducing the time required for analysis and decision-making. The overall result of our study is an important step towards optimizing the oil industry. We demonstrated that parallel data processing and machine learning can work in symbiosis to speed up processes and improve outcomes. The proposed neural network achieved an accuracy of 98%, thereby confirming the successful application of the proposed approach. Our study provides new insights into the effective use of modern technologies to optimize oil production and create a basis for future research and development in this area.
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