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Abstract 
In this study considered one of the most common and deadly types of cancer, lung cancer presents 
substantial hurdles for early identification, prognosis, and therapy. In order to choose the best treatment 
options and enhance patient outcomes, accurate prediction of the lung cancer patient survival rate is 
essential. In this sense, machine learning approaches have shown to be quite promising. This research 
article gives a thorough investigation into the use of machine learning algorithms to forecast lung cancer 
patients' incidence rates. Various clinical and demographic factors, along with advanced imaging 
techniques, are employed as input features to develop predictive models. Various algorithms, including 
logistic regression, support vector machines (SVM), random forests, and artificial neural networks 
(ANN), are evaluated based on their performance metrics and predictive capabilities. 

Keywords  1 
Machine learning, cancer, lung cancer prediction, data preprocessing, neural network 

1. Introduction 

In recent years, the incidence of cancer and its consequences are increasing rapidly all over the 
world. The causes are many and complicated, but they take into account population aging and 
growth as well as shifts in the prevalence and distribution of the major cancer risk factors, many 
of which are linked to socioeconomic development [1, 2]. With the aging of the global population 
and the increasing rise of the cancer population, several nations have seen dramatic drops in the 
mortality rates of coronary heart disease and stroke in comparison to cancer.  

A worldwide estimated age-standardized incidence rates by 2020 are given in Figure 1. It 
covers all cancer types and includes both males and females in the age range of 0-74. The 
following data is available online at the Global Cancer Observatory [3]. 

Focusing on Asian countries, it becomes evident that Japan and the Republic of Korea exhibit 
the highest incidence rates, standing at 239.4 and 212.4, respectively. Meanwhile, Kazakhstan 
occupies the 11th position, reporting an age-standardized rate (ASR) of 150.3. Figure 2 shows 
that the incidence number in Kazakhstan is significant considering the size of the population. 
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Figure 1: Worldwide estimated age-standardized incidence rates in 2020 
 

 
Figure 2: Estimated age-standardized incidence rates of Asian countries in 2020 [4] 
 

This study solely looks at research on lung cancer, one of the most widespread and common 
cancers in the world, out of the more than 100 different types of cancer. Lung cancer has remained 
one of the most important medical and socioeconomic problems in recent [5]. It is mainly caused 
by air pollution, cigarette smoking, and cardiopulmonary syndrome, detected by a statistically 
significant association [6, 7]. 

Every year, this pathology takes the lives of up to 1.8 million people. More than 2 million men 
and women are diagnosed with lung cancer each year, with men making up two-thirds of those 
cases (1,368,524) and women making up one-third (725,352), according to the International 
Agency for Research on Cancer (IARC). Based on the statistics of lung cancer incidence by 2020 
(Figure 3) Kazakhstan is among the first ten countries topping the list.  
 
 



 
Figure 3: Estimated age-standardized lung cancer incidence rates of Asian countries in 2020 [8] 
 

Scientists and practitioners attend every event devoted to this issue as a result, to share 
knowledge and find creative ideas to help the lung cancer condition [9]. The presence of such 
problems requires the solution to a various task such as designing cancer risk-prediction models. 
Models try to determine cases with a higher risk of cancer development than the general incidents 
and study the progression of the disease to improve survival rates, and build methods that trace 
the effectiveness of treatment to improve treatment options [10-12]. 

In recent years Machine learning (ML) has grown rapidly due to data collection improvements, 
capacity processing, and algorithmic innovation [13]. ML techniques are essential for resolving a 
wide range of complicated issues in a variety of industries beginning with healthcare and banking 
to image recognition and even natural language processing. It's crucial to comprehend the 
advantages and disadvantages of various machine learning approaches in order to choose the one 
that is best suited for a given task. 

To assist researchers, data scientists, and practitioners in selecting the best tool for their 
particular applications, this study will examine and contrast some well-known machine learning 
approaches in this article [14]. 

2. Background 

Lung cancer initiation takes place within the pulmonary tissue and may potentially metastasize 
to other anatomical regions. The pathogenesis is attributed to the proliferation of malignant cells 
within the lung tissue. Lung cancer is notably categorized into two primary forms, namely non-
small-cell lung cancer (NSCLC) and small-cell lung cancer (SCLC). These subtypes exhibit 
variations in their etiological pathways and therapeutic modalities. The leading causative factor 
in the development of lung cancer is cigarette smoking, predominantly associated with tobacco 
consumption. Nevertheless, it is imperative to acknowledge that lung cancer can also manifest in 
non-smokers [15, 16]. This ailment is recognized as a substantial global public health concern, 
particularly evident in regions such as Japan and South Korea, where the incidence rates are 
notably elevated.  

A pivotal investigation titled "Advancements in Lung Cancer Screening and Early Detection" 
conducted two randomized controlled trials, which established that the utilization of low-dose 
computed tomography (LDCT) for screening results in a statistically significant reduction in 



mortality among lung cancer patients. Consequently, LDCT has become the prevailing standard 
for lung cancer screening.  

Nevertheless, numerous issues persist in the domain of lung cancer screening, encompassing 
topics such as screening criteria, a relatively high incidence of false-positive outcomes, and the 
concern of radiation exposure. 

In recent years, the field of machine learning (ML) has witnessed substantial progress, with a 
multitude of research endeavors aiming to prognosticate diverse forms of cancer. The present 
article introduces a diverse array of ML models, including but not limited to logistic regression, 
decision trees, K Nearest Neighbors, Random Forests, Support Vector Machines, Neural 
Networks, and CyPath. It comprehensively outlines the application domains and the performance 
characteristics of these models in the context of cancer prediction and diagnosis. 

3. Data collection and preprocessing 

In order to get higher accuracy and the best results a comprehensive dataset comprising clinical, 
demographic, and imaging data of cancer patients is needed. The data undergoes rigorous 
preprocessing steps, including data cleaning, feature selection, and normalization, to ensure the 
quality and suitability for model development. The result of preprocessing will be a training set 
suitable for data training [17]. 

1. Data cleaning  
The first step is to get the most meaningful information since the occurrence of noisy data as 

null values and outlying data can significantly impact prediction results [18]. Cleaning of 
character data includes steps such as Tokenization - identifying different words. The second step 
is morphological transformations, which aims to convert words into the base form. There are two 
ways to make a transformation: Stemming and Lemmatization. The last step is removing useless 
text [19].  

Data cleaning also includes de-duplication and correction of misspelled string. The study “Data 
Cleaning: Current Approaches and Issues” gives examples of existing data cleansing techniques 
[20]. As a result of numerous numbers of research, it is obvious that data set noise significantly 
impacted classification accuracy and produced bad predictions [18]. 

2. Feature selection 
According to the review of foreign literature, much attention is paid to the risk factors of lung 

cancer, which is also important for assessing the prediction of survival. Presented below is a 
compilation of valuable attributes and factors for the detection of lung cancer: 

1. Smoking History will be one of the most important features since it is a leading cause of 
lung cancer, and a long history of tobacco use is a significant risk factor. 

2. Lung cancer risk increases with age, and older individuals are more likely to develop the 
disease. 

3. A family history of lung cancer can elevate an individual's risk. 
4. Occupational exposure to carcinogens like asbestos, radon, or certain chemicals can 

increase the risk of lung cancer. 
5. Exposure to ionizing radiation, such as during medical treatments, can contribute to lung 

cancer risk. 
6. Men historically have had a higher risk of lung cancer, although this gap has been closing. 
7. Long-term exposure to air pollutants, especially in urban areas, may increase lung cancer 

risk. 
8. A diet high in fruits and vegetables, as well as low in red meat may reduce the risk of lung 

cancer. 
9. Regular physical activity and a healthy lifestyle, which can lower the risk of cancer. 
10. Conditions like chronic obstructive pulmonary disease (COPD) and emphysema. 
11. The presence of suspicious lung nodules on imaging studies as CT scans, may indicate 

early-stage lung cancer. 



12. Cough and Respiratory Symptoms: Persistent cough, changes in cough patterns, and other 
respiratory symptoms can be warning signs. 

13. Examination of sputum (mucus from the lungs) for abnormal cells. 
14. Certain genetic mutations like those in the EGFR gene are associated with a higher risk of 

lung cancer and can be targeted for treatment. 
15. Specific proteins or substances in the blood as progastrin-releasing peptide (ProGRP) or 

carcinoembryonic antigen (CEA) can serve as biomarkers for lung cancer. 
16. High-resolution computed tomography (CT) scans and positron emission tomography 

(PET) scans. 
17. Bronchoscopy allows direct visualization of the airways and can aid in the diagnosis of 

lung cancer. 
18. Biopsy by obtaining tissue samples can confirm the presence of cancer and determine its 

type and stage. 
19. Liquid Biopsies which is an emerging technology that allows the detection of cancer-

related genetic mutations and biomarkers in blood samples. 
20. Advanced algorithms and machine learning models are being developed to analyze 

medical images and identify lung cancer with high accuracy. 
As stated in the 16th point CT is highly effective in providing precise diagnoses of lung diseases 

when compared to simple chest radiography. CT offers superior image resolution at a lower cost 
compared to magnetic resonance imaging (MRI). 

However, one significant drawback of traditional or "normal-dose" CT scans is that they 
expose patients to high levels of radiation, which raises ethical concerns due to potential health 
risks. This has led to limitations on the use of normal-dose CT scans. 

To address this concern, the concept of low-dose CT (LDCT) was introduced. LDCT scans have 
gained attention because they significantly reduce radiation exposure, making them safer for 
patients. LDCT scans are approximately three times less harmful than normal-dose CT scans, 
while still allowing the detection of microscopic diseases that might not be visible in standard X-
ray images. Consequently, LDCT has become a popular choice as the initial screening test for 
identifying lung anomalies due to its high sensitivity. 

LDCT may have a higher false-positive rate compared to normal-dose CT scans when 
diagnosing lung diseases. This can be attributed to factors such as increased image noise, artifacts, 
or difficulties in image reconstruction caused by the lower radiation dose used in LDCT imaging. 

3. Normalization 
The third pre-processing approach is data normalization, which consists of removing 

redundant or unstructured data. Normalization aims to validate logical data storage and to make 
an equal contribution of each feature. The success of machine learning algorithms depends upon 
the quality of the data to obtain a generalized predictive model of the classification problem [21]. 

Many authors have validated the impact of data normalization for improving classification 
performance in various fields, such as medical data classification [22]. 

Previous studies on normalization compared small networks and complex ones on the same 
network architecture. Comparison shows that it is better to use small than more complex 
networks [23]. 

4. Methods and research or Machine learning techniques 

Linear Regression 
Linear regression is a fundamental technique for modeling the relationship between a dependent 
variable and one or more independent variables. It is a widely employed statistical technique in 
the realm of medical research for predicting the likelihood of cancer occurrence in individuals. 
Tolles J and Meurer WJ. Their study points out that Logistic regression is also applicable to 
multinomial regression problems [24]. This method is particularly valuable for binary 
classification tasks, such as distinguishing between cancer and non-cancer cases. Logistic 
regression models the probability of an event (in this case, the presence of cancer) based on one 

https://www.sciencedirect.com/topics/computer-science/machine-learning
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or more predictor variables, which may encompass various clinical, demographic, or diagnostic 
factors. 
 

 
Figure 4: Steps involved in constructing logistic regression model [24] 

 
In Figure 4 above given a sequence of using logistic regression with a preprocessed dataset. 

First step is dividing dataset into two subsets: training and testing. Then logistic regression is 
applied to the training part of the dataset and both subsets are classified. In the last step predicted 
values are compared to testing dataset results and model accuracy is calculated. 

In the results of the study of Mr. Raghavendra Patil G. E., Ms. Sinchana C. G. and Ms. Tejashwini 
P., “Lung cancer prediction system using logistic regression approach” training accuracy was 96% 
and testing accuracy was 85%. The survivability rate of lung cancer can be predicted with the 
help of modern machine learning techniques like logistic regression where the proposed system 
can predict the lung cancer in the early stages which helps the survivability rate of the patients. 

In the study of Lavanya C., Pooja S., and Abhay H. Kashyap the validation sets gave the following 
results (weighted average): accuracy of 74%, precision of 75%, recall of 75%, and F1 score of 
75%. For Logistic regression, the size of the parameter space is small, and thus an exhaustive 
search for all the combinations was performed using GridSearchCV() [25]. 

K-Nearest Neighbors (K-NN) 

 
Figure 5: Implementation steps of K-NN algorithm 

 



K Nearest Neighbors Classification(K-NN) is one of the most common machine learning 
classifiers, which is easy to understand visually. KNN works well for clustering and 
recommendation systems but for large datasets can be computationally expensive. 

From the perspective of pattern recognition, the K-NN algorithm is a non-parametric method 
used for classification and regression. In the feature space, the K-number of the closest training 
samples forms an Input, and a class membership forms an output. If K = 1, then the class is single 
nearest neighbor [26]. K-NN is a type of instance-based learning. 

Figure 5 represents the steps of implementation of the K-NN algorithm. 
In the study by Lavanya C., Pooja S., Abhay H. Kashyap the validation sets gave the (weighted 

average): accuracy of 79%, precision of 75%, recall of 82%, and F1 score of 77%. [25]. 
The KNN can rival the most reliable models since it makes exceptionally precise forecasts (Lu, 

Zhu, and Gu 2014). Consequently, you can involve the KNN calculation for applications that 
require high precision yet that don't need a comprehensible model. 

Decision Trees 
A decision support tool known as a decision tree employs a tree-like graph or model to 

represent decisions and all possible outcomes, such as utility, resource costs, and chance event 
outcomes. It is also considered as one of the approaches to display an algorithm. In a decision 
tree, every internal node can be considered a "test" on an attribute (e.g. a coin flip), each branch 
reflects the result of the test, and each leaf node represents a class label (the choice made after 
computing whether a coin will land on its head or tail) [27].  

Decision trees are universal and interpretable models, often used for classification and 
regression tasks by separating data based on attributes. This makes them well suited for tasks 
where the importance of functions is crucial. But despite these advantages, decision trees are 
unfortunately subject to retraining. 

There are a few steps for the construction of a Decision tree: 
1. Check whether all the cases belong to the same class and if “Yes” then the tree is a leaf and 

that node is labeled by that class.  
2. The increment of information is calculated for each attribute 
3. Accept the best selection criteria and, accordingly, consider the separation attribute. 
4. Count the information gain: The concept of entropy arrives in this part. Entropy can be 

stated as its measure of any disorder in the data. Entropy can also be called as a measurement of 
uncertainty in any random variable.  

5. Pruning: For the tree creation process, pruning is an important technique to be performed.  
A dataset can sometimes contain subsets that are not well-defined instances, so pruning can 

be used to classify such subsets. 
6. Pruning is of two types: 
1. Subsequent pruning, which is performed after the tree is created. 
2. Operational pruning, performed in the process of creating a tree. 
The novel Decision tree is one more administered learning calculation that goes under the 

characterization strategy. The novel Decision tree is a plan, where every inside center point 
meaning a test set branch tends to the consequences of nodes and test leaf center points contain 
the aftereffect of the class marks. It has three estimating boundaries that are data gain, gain 
proportion, and gini file (Kubík and Polák 1986) 

According to the results of the study “Decision Tree Over KNN For Lung Cancer Detection to 
Increase Accuracy” the novel decision tree algorithm is better than the KNN algorithm. From the 
lung cancer dataset, it is verified that the accuracy of the decision tree was much greater than the 
k-nearest neighbor algorithm. 

The Novel Decision Tree has an accuracy of 98.06% which is higher than the KNN which has 
90.73% [28]. 

Random Forests 
Random Forests address decision tree overfitting by aggregating multiple decision trees into 

an ensemble model [29]. This technique excels in reducing variance and increasing accuracy and 
is used in image classification, bioinformatics, and fraud detection. 



An example of an ensemble learning technique is a random forest classifier, which is made up 
of many decision trees. It has a straightforward framework that is easy to comprehend and more 
effective than other methods. The capacity to adapt to problem space settings and independence 
from the data domain is the most demanding concern with different types of classifiers. 
Consequently, the Random Forest classifier performs better by classifying a data point and 
combining the prediction of multiple trees. 

For training the Machine Learning model for the dataset in the study “Novel Biomarker 
Prediction for Lung Cancer Using Random Forest Classifiers” by Lavanya C., Pooja S., Abhay H. 
Kashyap, Abdur Rahaman, the following features were selected, FC, logFC, and P-value.  

The best results were obtained with n scores=1200, maximum characteristics=sqrt, minimum 
sample sheet=4, n tasks=-1 and maximum depth=100. In this case, the training and validation sets 
gave the following results: accuracy of 87%, precision of 86%, recall of 84% and F1 score of 85%. 
helped us in classifying the biomarkers causing non-small cell lung cancer and small cell lung 
cancer [25]. 

Support Vector Machines (SVM) 
SVMs are efficient for binary classification and can process nonlinear data by mapping it into 

a multidimensional space. They are known for their high generalization performance but may 
require significant computational resources for large datasets. 

The classifier of machine support vectors works by finding the decision boundary in such a 
way that the data points during construction are divided into classes by this hyperplane in the 
object space, and the separation is as possible. Thus, it is called the maximum margin classifier 
[30].  

In the study, GridSearchCV() is used to perform this hyperparameter tuning. The best results 
were given when C=1000 and gamma=1, with the RBF kernel. In this case, the validation sets gave 
the following results: accuracy of 81%, precision of 83%, recall of 82% and F1 score of 82% [25]. 

Usage of CyPath  
In the development of the CyPath Lung cancer/non-cancer classifier, a comprehensive 

approach was taken to enhance the early detection of lung cancer using sputum samples [31]. The 
key findings and steps include: 

Logistic Regression Modeling: The CyPath Lung assay uses logistic regression models to 
classify sputum samples as either cancer or non-cancer. These models are based on a set of 
predictor variables and aim to predict the binary response variable (cancer or non-cancer) [32]. 

Predictive Variables: Age emerged as a significant clinical parameter in the model, consistent 
with its established relevance to lung cancer. Other factors, such as smoking history and specific 
fluorescence signal densities (TCPP/log10SSC-A and FVS510-A/log10FSC-A), were identified as 
informative predictors for the classifier. 

Running the CyPath Lung Assay Pipeline: The assay's pipeline involves several stages, 
including quality control checks, the determination of predictive variable values, and sample 
classification. The classifier uses age and flow-based values from viable singlet cells to assess the 
likelihood of cancer. 

Performance of CyPath Lung: The CyPath Lung assay exhibited robust performance metrics. It 
demonstrated high sensitivity, specificity, and accuracy for samples analyzed on both the LSRII 
and Navios EX flow cytometers. The negative predictive value (NPV) exceeded 95%, indicating its 
reliability in correctly identifying non-cancer samples [33]. 

Performance in Smaller Nodules: Notably, the analysis performed exceptionally well in cases 
with smaller lung nodules, with a sensitivity of 92% and specificity of 87%. This suggests its 
effectiveness in identifying lung cancer in individuals with less advanced diseases [34]. Model 
Contribution: Each predictor retained in the model significantly contributed to its overall 
performance, reinforcing the importance of considering multiple factors in lung cancer 
prediction. 

In summary, the CyPath Lung assay represents a promising advancement in the early 
detection of lung cancer. [35] It leverages logistic regression modeling and a combination of 
demographic and flow-based variables to achieve strong accuracy, especially in identifying 



cancer in individuals with smaller lung nodules. This approach holds the potential for improving 
lung cancer diagnosis, particularly in high-risk individuals undergoing screening. Age, while a 
significant factor, is not the sole determinant of the model's success, emphasizing the importance 
of a multifaceted approach to prediction [35]. 

Neural Networks: 
Neural networks, particularly deep learning models, have achieved remarkable success in 

image and speech recognition, natural language processing, and autonomous systems. Their deep 
architectures can capture intricate patterns in data but often require extensive computational 
resources and substantial amounts of labeled data. 

ANNs have unique properties including robust performance in dealing with noisy or 
incomplete input patterns, high fault tolerance, and the ability to generalize from the training data 
[36]. Deep neural networks, or DNNs, are widely used in several fields and produce output based 
on input variables. DNNs are inspired by the way the brain works. Based on a target and a set of 
features, DNNs can train to construct nonlinear function approximations. Hidden layers are those 
that are positioned between the input and output layers. The deep neural network (DNN) is 
capable of learning intricate nonlinear function relationships from high-dimensional raw data 
without the use of artificial rules, thanks to its numerous nonlinear hidden layers [37]. 

They proposed an ANN to predict the category of movie rate [38], predict the price range of 
mobile phones [39], predict the category of animals [40], diagnose the category of tumors [41], 
and diagnose Autism [42]. ANN model was able to predict the presence of lung cancer with 
96.67% accuracy, after 1418105 learning cycles with less than 1% training error rate as seen in 
figure (3). In addition, the Model showed that the most attribute that affects the lung cancer 
presence is age [43]. 

The highest classification accuracy of 99.7% for lung cancer classification was reported by 
work in [43]. The Discrete AdaBoost Optimized Ensemble Learning Generalized Neural Network 
(DAELGNN) framework, which distinguishes between non-normal (cancerous) and normal lung 
features using a set of normalized biological data points, was developed in this study. 

5. Results and discussion 

Machine learning techniques have become instrumental in solving complex problems across 
different industries, including healthcare, finance, image recognition, and natural language 
processing. 

The choice of a machine learning technique should be driven by the specific requirements of a 
given problem, the available data, and computational resources. 

Each technique has its unique characteristics, strengths, and weaknesses, so it is important to 
choose the most suitable for the task. Therefore, it's essential to perform thorough model 
selection and evaluation to ensure the chosen technique aligns with the problem's objectives. 

Logistic regression, for example, is effective in distinguishing between benign and malignant 
breast lesions. The CyPath Lung assay uses logistic regression to detect lung cancer early, 
especially in smaller nodules. 

Decision trees are versatile but can overfit, while K Nearest Neighbors excels in high-precision 
applications. Random Forests improve upon decision trees' limitations. Support Vector Machines 
handle non-linear data but require substantial computational resources. Neural Networks, 
especially deep learning models, are successful in tasks like image recognition. 

6. Conclusion 

Cancer incidence and mortality rates are increasing globally due to factors like population aging, 
shifting cancer risk factors, and socioeconomic development. Some countries are witnessing 
more cancer-related deaths than those caused by coronary heart disease and stroke. A closer look 
at Asian countries reveals high cancer incidence rates, particularly in Japan and South Korea. 



Among various cancer types, lung cancer remains a significant global health issue with strong 
associations with risk factors like air pollution and smoking.  

Machine learning is a dynamic field, and ongoing research leads to the development of new 
algorithms and improvements in existing ones. Staying updated with the latest advancements and 
being flexible in adapting the most suitable technique for each task is essential for success in the 
world of machine learning. As the field of machine learning advances, it offers valuable tools for 
addressing complex cancer-related tasks, from risk prediction models to treatment effectiveness 
assessments. 

The comparative analysis provided here serves as a starting point for selecting the right 
machine learning approach, but ongoing exploration and experimentation are key to achieving 
optimal results in diverse applications. 

Based on the results of this comparison in this study, we can say that many studies have been 
conducted on lung cancer prediction and very impressive results have been obtained. However, 
it is worth noting that all models show good results and that the further development of this area 
(ML) will have a very good effect on mortality and earlier detection of lung cancer.  

The study requires further research to explore the interaction between the latest cancer 
detection methods and computational models to improve prediction accuracy in detecting lung 
cancer in the early stages. 
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