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Abstract  
Water is critical to human survival. The plants we grow, the animals we boost, and the requirement 
human body to stay hydrated all depend on water. It is crucial to precisely predict the rainfall for 
effective utilization of water resources, food productivity, and proper storage of water. Because of recent 
climate changes, accurate rainfall forecasting has become more complicated than earlier. This paper 
improves the efficiency and accuracy of rainfall forecasting with the help of data balancing through 
SMOTE and machine learning. The dataset of twelve years duration was collected from a weather 
forecasting portal which includes several atmospheric attributes. Preprocessing methodologies are 
applied first, which include cleaning and normalization of data as well as data balancing using SMOTE. 
Performance comparison has been made for various machine learning techniques which include Naïve 
Bayes, MLP SVM, KNN, and Decision. It has been found that Decision Tree outperforms other techniques 
in terms of forecasting accuracy, precision, recall, and f1 measures. The best accuracy we achieved using 
the Decision Tree in this research was 99.8% for both rain and no rain classes. Similarly 100% 
precision,99% recall, and 99% f1measure for no rain class and for rain. 
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1. Introduction 

Rain forecasting has applications in water storage and management, flood prevention, agricultural 
planning, mobility planning, and many other fields. Accurate rain forecasting is an important and 
complex research area. Supervised machine learning techniques have been mostly used in the 
literature for this problem. There are various environmental factors such as humidity, wind speed, 
pressure, concentrations, and pollutants that have a role in rainfall. In the past, many researchers 
have investigated and proposed various methodologies and algorithms for predicting rainfall and 
are still engaged in this research area for improved results in terms of efficiency and accuracy 
using data mining and machine learning techniques. Machine learning algorithms make use of time 
series data by analyzing it for rain prediction. 

Time series analysis is an approach for the creation of accurate models with the values of the 
variables positioned at periodic intervals [1]. Reading of time series data supports understanding 
of unseen forms of the data and assists in improved examination by using a suitable model for 
effective prediction. Time series data is normally gathered over a certain time duration on regular 
intervals [2-5] and can be used for forecasting in multi-domain areas like economic conditions, 
stock exchange, and weather, etc. However, weather forecasting with the help of time series data 
is a complex job [6-8]. 

Another method for rainfall forecasting is via statistical methodology, however, it requires lots 
of data attributes like local time, seasons, air pressure, cloud conditions, temperature, humidity, 
etc. As the nature of rainfall data is non-linear which makes the data noisy and unbalanced, various 
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techniques need to be applied like data cleaning, normalization, and balancing on it to achieve 
higher accuracy in results. 

Weather forecasting can help to take necessary measures to avoid human, animal, and 
infrastructure losses and to support the development of agriculture, economy, and health of any 
country and its people. In this research, we have performed data processing using SMOTE 
(Synthetic Over-sampling Technique Minority) and applied various machine learning algorithms 
to achieve higher accuracy and efficiency in results as compared to previously performed 
experiments by various researchers using data mining techniques [9-12]. For our experiments, we 
have used the rainfall data in Lahore – City of Pakistan for over 12 years (December 2005 to 
November 2017) [13].  

For predicting rainfall, a classification framework is applied where the datasets are initially 
processed through cleaning, normalization, and balancing. It has been observed that datasets 
normally contain inaccurate or omitted values. Using data cleaning, such anomalies can be 
removed. Unclean data can lead to a range of issues, including linking errors, model 
misspecification, errors in parameter assessment, and wrong examination that in return results in 
false conclusions. Whereas, normalization is a process that is frequently used to prepare data for 
machine learning. The objective of normalization is to transform the values of numeric columns 
into a common scale in the dataset to refer to it, without distorting range differences or losing 
information. These pre-processing steps are essential for a smooth classification method with a 
high rate of accuracy [14, 15]. It has been found that Decision Tree outperforms other techniques 
in terms of forecasting accuracy, precision, recall, and f1 measures. The best accuracy we achieved 
using the Decision Tree in this research was 99.8% for both rain and no rain classes. Similarly 
100% precision,99% recall, and 99% f1measure for no rain class and rain. 

The organization of the paper is as follows: Section II discusses related work in the field of 
rainfall prediction using machine learning, section III describes the proposed methodology and 
techniques adapted, section IV defines the dataset used and its pre-processing, followed by the 
experiments performed and results tabulated in Section V. Section VI concludes the paper. 

2. Related work 

There are numerous methodologies and algorithms for data mining and machine learning to 
forecast rainfall [9-15]. However, we have investigated only those that are closely related to our 
approach. Some researchers [16,17] have used a neural network model by capturing non-linear 
dependencies of past weather modes and future climate states. Some other researchers have used 
support vector machines [18] to classify directly for environmental forecasting, however using 
SVM, the results get limited in range as compared to neural network methodologies. Few other 
techniques have also used Bayesian networks to model and forecast weather [19]. The technique 
adapted uses a machine-learning algorithm to find the most prime Bayesian networks and factors 
to reduce the computation cost based on different dependencies and the experiments have shown 
promising results. In general, in the domain of forecasting and visualization of huge collections of 
datasets, SOM (Self-Organizing Map) and Support Vector Machine are the prime machine learning 
methodologies.  

Generally, the experiments for weather forecasting use a two-step approach. First, the dataset 
is split into a tiny set of vectors, then these vectors are divided into teams using victimization 
clump algorithms. The main objective of hierarchical algorithms is to scale back process prices for 
every cluster. The second step provides a rough image for every cluster thus lowering the 
prediction, and cost and increasing dependability [20] as compared to other techniques. The 
researchers have used a similar approach in their experiments using a number of different 
machine learning algorithms. Comparative analysis has been performed for various machine 
learning techniques such as M5 Model Trees, Support Vector Machine, Logistic Regression, Markov 
Chain, Radial Basis Neural Network, Genetic Programming, and k-Nearest Neighbor [21] for 
rainfall forecasting time series data of 42 towns using numerous climate attributes. The research 
verified that machine learning algorithms can perform well compared to the Markov Chain 



methodology. There are several other models recommended by the researchers [22-28], however 
accurate forecasting examination has not been achieved because of the difficult data structures of 
the weather, categorical and dynamic patterns of the weather, noise in data, and dimensionality of 
the data. Therefore, there is a requirement for an effective model to predict the weather. 

The latest study [9] for rain forecast prediction did a comprehensive analysis of binary 
classification (Rain and No rain). However, the author uses multiple well-known classifiers with 
different data splitting ratios for both the ‘No rain’ and ‘Rain’ classes. Based on their result the ‘No 
rain’ class predicted with high precision, recall, and F1 measure respectively as compared to the 
‘Rain’ class.  To improve the rain class prediction was their future research work. In this paper, we 
limit our research to improving the rain class prediction. The details of our proposed methodology 
are available in section 3. 

Next, we have proposed our methodology that provides higher accuracy in rainfall prediction.  

3. Methodology 

The objective of this research is to compare, validate, verify, and receive higher accuracy in the 
result for forecasting rainfall in Lahore - a City in Pakistan using effective techniques, such as 
SMOTE and Machine learning.  

The methodology adopts a three-step approach. The first step provides pre-processing on 
selected datasets by applying data cleaning, data normalization, and data balancing using SMOTE. 
The second step is applying machine learning algorithms to train and classify data. The algorithms 
used in our experiments are Naïve Bayes, Logistic Regression, SVM, KNN, MLP, Decision Tree, and 
Random Forest. Step three tabulates and evaluates results using accuracy, precession, recall, F1 
measure, TP rate, and FP rate. The complete methodology is shown in Figure 1. 
 

 
Figure 1: Proposed Methodology 

4. Dataset and pre-processing 

Time series models are the premise for any study of the performance of procedures over certain 
time period. Time series prediction is a significant region of machine learning [29]. In our 



methodology, we have used datasets developed using time series models. The dataset includes 
many environmental attributes. Table I describes various attribute used, their types and their 
units of measurement. 
 
Table 1 
Features in Dataset 

No 
Attributes 

Name Type Unit of Measurement 

1 Temperature  Continuous Degree Celsius 
2 Atmospheric Pressure (Weather Station) Continuous Millimeter of Mercury 
3 Atmospheric Pressure(Sea Level) Continuous Millimeter of Mercury 
4 Pressure Tendency Continuous Millimeter of Mercury 
5 Relative Humidity  Continuous % 
6 Mean Wind Speech Continuous Millimeter of Mercury 
7 Minimum Temperature Continuous Degree Celsius 
8 Maximum Temperature  Continuous Degree Celsius 
9 Visibility Continuous Km 

10 Dew Point Temperature Continuous Degree Celsius 

 
Typically dataset contains misleading values. Data cleaning process helps in recovering the 

missing values. Missing value can create inaccuracy in results. In the cleaning process, we have 
replaced the missing values with the mean which is one the most widely used methods in the 
literature. Table II shows Valid and Missing records in each attribute with the selected dataset.  

 
Table 2 
Attributes with Valid and Missing Values 

No 
Attributes 

Name Valid Records Missing Values 

1 Temperature  25,846 73 
2 Atmospheric Pressure (Weather Station) 23,689 2,230 
3 Atmospheric Pressure(Sea Level) 23,714 2,205 
4 Pressure Tendency 11,320 14,599 
5 Relative Humidity  25,790 129 
6 Mean Wind Speech 25,890 29 
7 Minimum Temperature 2,415 23,504 
8 Maximum Temperature  4,174 21,745 
9 Visibility 25,829 90 

10 Dew Point Temperature 25,865 54 

 
Missing values were replaced by mean, and data normalization was applied to maintain the 

values in certain boundaries [1, 11]. This normalization is performed using Z-Score: a commonly 
used mythology for this purpose. The normalization approach deals with the noise via prescribing 
the values intervals. However, after this missing value replacement and normalization, the dataset 
still contains discrepancies i.e. the data is highly imbalanced. This imbalance means that one class 
is represented using a large number of instances whilst the other is represented by a handful 
instance [30]. Thus, the data is required to be balanced. 

There are many techniques available to balance the distribution of the classification type 
variable. In our experiments, we have used SMOTE (Synthetic Minority Oversampling method) 
because of its extensive use for data balancing in the literature [30]. SMOTE is a technique that 
reduces the effect of getting a few times inside the minority elegance. The strategy includes taking 
a subset of records from the minority elegance, intelligently growing new synthetic comparable 



times, adding them to the authentic dataset, and using the brand new dataset as a sample in the 
schooling procedure for the classifier version [31].  

4.1 Classifiers 

Various classifiers were used in this research which is discussed in details in section 4.1. 

4.1.1 Naïve Bayes 

Naive Bayes (NB) classifier expect that the nearness of a   specific component in a class is 
inconsequential to the nearness of some other element. Equation 1 and 2 shows the working of 
Bayesian classifier. 

𝑷(𝒇 𝒁⁄ ) =
𝑷(𝒁 𝒇⁄ )𝑷(𝒇)

𝑷(𝒛)
       (1) 

𝑷(𝒇 𝒁⁄ ) = 𝐏(𝐙𝟏|𝐟) × 𝐏(𝐙𝟐|𝐟) × ⋯ × 𝐏(𝐙𝐧|𝐟) × 𝐏(𝐟)      (2) 
 

𝑃(𝑓 𝑍⁄ ) Represents the probability of class (f) given the predicator (Z); 
𝑃(𝑓) Shows the probability of class; 
𝑃(𝑍) Shows the probability of Predicator; 
𝑃(𝑍 𝑓⁄ ) Represents Likelihood ratio of predicator class. 

4.1.2 KNN Classifier (KNN) 

To predict new data points, the K-Nearest Neighbor Classifier (KNN) uses a similarity 
measures approach. The reason this study uses the KNN algorithm is that it depends entirely on 
the resemblance of the characteristics. Selecting the correct value of K is very essential to obtain 
ideal outcomes. K's value is the amount of closest neighbors regarded in a vector's classification. 

 

𝐄𝐜𝐮𝐥𝐢𝐝𝐞𝐚𝐧 𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧 = √∑ (𝐘𝐢 − 𝐙𝐢)𝟐   𝐧
𝐢=𝟏     (3) 

 
𝐌𝐚𝐧𝐡𝐚𝐭𝐭𝐚𝐧 𝐄𝐪𝐮𝐚𝐭𝐢𝐨𝐧 = ∑ |𝐘𝐢 − 𝐙𝐢|𝐧

𝐢=𝟏                  (4) 
 

𝐌𝐢𝐧𝐤𝐨𝐰𝐬𝐤𝐢 = (∑ (|𝐘𝐢 − 𝐙𝐢|)𝐪𝐧
𝐢=𝟏 )

𝟏
𝐪⁄      (5) 

 

Above mentions equations represents the similarity level between two data points’. Yi and Zi 
represent “n” data points. 

4.1.3 Support Vector Machine (SVM) 

Support Vector Machine "(SVM) is a supervised algorithm for machine learning that can be 
used for classification or regression challenges. It is mostly used in classification issues, though. 
In this algorithm, each data item is plotted as a point in n-dimensional space (where n is the 
number of characteristics you have) with the value of each function being the value of a specific 
coordinate. Then, by discovering the hyper-plane that differentiates the two classes very well. 

𝟏

𝟐
𝐓𝐰𝐓 +  𝛂 ∑ 𝛆𝐢              (6) 

 
𝐗𝐢 (𝐓𝐰 ∅ (𝐲𝐢) + 𝐜) ≥ 𝟏 − 𝛆𝐢 𝐚𝐧𝐝 𝛆𝐢  ≥ 𝟎, 𝐢 = 𝟏, … … . 𝐧      (7) 

 
Where 𝛼 is a steady capacity, T is a coefficient vector, c is a constant and 𝜀𝑖  represents 

parameters for the handling of non-input information. The index I marks the instances of N 
practice. Note that the class labels are represented by 𝑋 ∈ ±1 and the independent variables are 
represented by 𝑦𝑖 . The kernel is used to convert information into the function space from the 



input (independent). It should be observed that the greater the 𝛼, the greater the penalization of 
the mistake. 𝛼 should, therefore, be carefully selected to prevent overfitting. 

4.1.4 Decision Tree 

The Decision Tree (DT), another algorithm used in latest anomaly-based IDS studies, is the 
same as any tree structure composed of corners, nodes, leaves, etc. Typically, a function and 
threshold are applied to a node and the information is divided down the tree where, for instance, 
if the information is below a threshold, it goes left and right above a threshold until it ends up in 
a final cluster or class [33]. One DT technique is an ID3 algorithm that uses entropy to quantify 
data. The entropy is given below. 

 
𝐄𝐧𝐭𝐫𝐨𝐩𝐲: 𝐇(𝐩𝟏, 𝐩𝟐, … 𝐩𝐬) =  ∑ (𝐬

𝐢=𝟏 𝐩𝐢𝐥𝐨𝐠 (𝐩𝐢))                         (8) 
 
Where (𝑝1, 𝑝2, … 𝑝𝑠) represents the probabilities of the class labels. 
Gini index is a metric of sample inequality. It has a value of 0 to 1. Gini value index 0 implies 

that the sample is completely homogeneous and all components are comparable, whereas Gini 
value index 1 implies maximum element inequality. It is the sum of each class's square 
probabilities. It is shown as, 

 

Gini index = 𝟏 − ∑ 𝐩𝐢
𝟐𝐧

𝐢=𝟏                                          (9) 

 

4.1.5 Multilayer Perceptron (MLP) 

A neural network is a sequence of algorithms that attempt to acknowledge fundamental 
interactions in a collection of information through a method that mimics the functioning of the 
human brain. Neural networks can adapt to altering inputs; therefore, the network produces the 
best possible result without redesigning the output requirements [32]. 

 
Figure 2: Neural Network Model [34] 

 
∫(𝒃 + ∑ 𝒙𝒊𝒘𝒊

𝒏
𝒊=𝟏 )                  (10) 

 
b = bias 
x = neuron input 

w = weights 

n = number of incoming layer inputs 

i = counter from 0 to n 

4.1.6 Evaluation Metrics  



Different metrics are used to evaluate the performance of our proposed model. These are 
mentioned below.  

 

Accuracy = 
𝑻𝒑+𝑻𝒏

𝑻𝒑+𝑭𝒑+𝑭𝒏+𝑻𝒏
                (11) 

 

 

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 =
𝐓𝐩

𝐓𝐩+𝐅𝐩
                                                  (12) 

 
 

𝑹𝒆𝒄𝒂𝒍𝒍 =  
𝑻𝒑

𝑻𝒑+𝑭𝒏
                                      (13) 

 

 

𝐅𝟏 𝐌𝐞𝐚𝐬𝐮𝐫𝐞 =  
𝟐∗𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧∗𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧+𝐑𝐞𝐜𝐚𝐥𝐥
          (14) 

 

5. Experiments and results 

Once the data is clean, normalized and balanced, the data is loaded into Weka for analysis and 
comparison of various machine learning algorithms. Dataset is split as 30% for testing and 70% 
for training. Based on comprehensive experiments results are tabulated. Let’s look into them one 
by one.  

5.1 Experiment Results of Proposed Method 

The experiment uses 50% percent of data containing “No Rain” class and 50% with “Rain” class 
data. Results are tabulated and shown in Table 3. Most of the algorithms have shown better results 
with 99% accuracy for both classed “No Rain” and “Rain” respectively, precision recall and F1 
Measure. 50:50 Data Balancing Ratio For No Rain and Rain Class Results. 
 
Table 3 
Experiment Results of Proposed Method 

No 
ML 
Algorithm 

Accuracy 
No Rain Class – 50% Rain Class – 50% 

TP 
Rate 

FP 
Rate 

Precision Recall F1 
Measure 

TP 
Rate 

FP 
Rate 

Precision Recall F1 
Measure 

1 Naïve 
Bayes 

95.76 0.03 0.96 0.96 0.95 0.95 0.96 0.04 0.95 0.96 0.95 

2 SVM 99.15 0.99 0 0.99 0.99 0.99 0.99 0.01 0.99 0.99 0.99 
3 KNN 98.76 0.97 0 0.99 0.97 0.98 0.99 0.02 0.97 0.99 0.98 
4 DT 99.80 0.99 0 1 0.99 0.99 1 0 0.99 1 0.99 
5 MLP 99.21 0.98 0 0.99 0.98 0.99 0.99 0 0.98 0.99 0.99 

 
 
 
 
 
 
 

 
 



 
 
Figure 3: Proposed Model Experiment Result 

 
5.2 Comparison of proposed technique with base paper (no rain class) 

The Table 4 shows the comparison of our proposed method with the existing study based on 
“No Rain” class.  The results based on precisions, Recall and F-1 measure shows that overall our 
proposed method improves on average 6%, 0.4% and 4% respectively. 
 
Table 4 
Comparison of Proposed technique with base paper (No Rain Class) 

No ML Algorithm 
Proposed Method Base Paper 

Precision Recall F1 Measure Precision Recall F1 Measure 

1 Naïve Bayes 0.96 0.95 0.95 0.93 0.95 0.94 
2 SVM 0.99 0.99 0.99 0.91 1 0.955 
3 KNN 0.99 0.97 0.98 0.93 0.94 0.94 
4 Decision Tree 1 0.99 0.99 0.93 0.98 0.95 
5 MLP 0.99 0.98 0.99 0.93 0.99 0.96 

 



 

Figure 4: Proposed Method Comparison with Base Paper (No Rain Class) 

 
5.3 Comparison of proposed technique with base paper (rain class) 

Similarly in table 5 shows the comparison of our proposed method with the existing study 
based on “Rain” class.  The results based on precisions, Recall and F-1 measure shows that overall 
our proposed method improves on average 58%, 76%, and 72% respectively. 
 
Table 5 
Comparison of Proposed technique with base paper (Rain Class) 

No ML Algorithm 
Proposed Method Base Paper 

Precision Recall F1 Measure Precision Recall F1 Measure 

1 Naïve Bayes 0.96 0.95 0.95 0.36 0.28 0.31 
2 SVM 0.99 0.99 0.99 0 0 0 
3 KNN 0.99 0.97 0.98 0.36 0.31 0.33 
4 Decision Tree 1 0.99 0.99 0.59 0.24 0.34 
5 MLP 0.99 0.98 0.99 0.72 0.22 0.33 

 

 
 

Figure 5: Proposed Method Comparison with Base Paper (Rain Class) 
 



5.4 Critical Analysis  

Shabib Aftab, Munir Ahmad [9] used data mining techniques for Lahore rain predication, 
experiments showed good results for a no-rain class in terms of precision, recall, and f-measures. 
However for rain class these techniques did not perform well and results were not accurate. So 
more robust method was needed to solve this problem. In order to improve results for rain class 
we proposed SMOTE which balance the data and then this balance data is pass to machine 
learning models to train and test the performance. The results based on precisions, Recall and F-
1 measure shows that overall our proposed method improves on average 58%, 76%, and 72% 
respectively for rain class and precisions, Recall and F-1 measure was improved on average 6%, 
0.4% and 4% respectively. 
 

 
 
Figure 6: Comparison of Accuracies Algorithms Used in This Research  

 
Similarly, figure 5 shows the comparison of accuracy achieved in this research using different 

machine learning algorithms.  We achieved 95.76% accuracy using Naive Bayes (NB) algorithm. 
Similarly, the accuracy we achieved from KNN was 99.15%. 99.15%, 99.8%, and 99.21% accuracy 
were achieved using Support Vector Machine (SVM), Decision Tree (DT) and Multi-layer-
perceptron (MLP).  

6. Conclusion and future work 

In this paper, we have performed rain predication for using seven Machine Learning Algorithms: 
Naive Bayes, Support Vector Machine (SVM), Multilayer Perceptron (MLP), K Nearest Neighbor 
and Decision Tree. For this purpose, we have used 12 years of time series data from December 
2005 to November 2017.The dataset was also used by [9] for experiments and there study showed 
that the data they collected produced good results for one class which was no-rain class but rain 
class results were not good. The reason was the dataset was imbalance. So in this study data 
balancing method name SMOTE was used to balance the dataset and then performed 
preprocessing to clean the dataset and replace the missing value by mean. After replacing the 
missing values dataset is normalized using Z-score normalization to bring the data into one scale. 
After that dataset is divided into two sets one is training having 70% data and another set is testing 
having 30% data respectively. 

Machine learning algorithms show that data balancing has improved the results. Our 
experiment results show that Decision Tree performed well for both the classes in terms of 
precision, recall and f1-scores. The proposed model can be recommended for the major cities in 
Pakistan for rain prediction in practice. In future we will use deep learning approach like LSTM to 
identify the behavior of weather time wise. 
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