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Abstract
Social media enables forms of communication using text, audio and video. The sarcastic nature of
the text has an impact on an individual’s well-being. It is crucial to determine whether the content is
sarcastic or not. Social media posts often contain a mix of languages and address issues related to real-life
situations. However, identifying sarcasm in the languages spoken in India, which has 22 languages, can
be more challenging due to extensive borrowing of vocabulary. The dataset used for this study includes
code-mixed languages such as Tamil-English and Malayalam-English. The training, validation, and test
datasets are proportionally divided with labels to indicate whether the text is sarcastic. We performed
experiments using the transfer learning model and observed that the BERT model gave the best result.
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1. Introduction

In the 21𝑠𝑡 century, social media has become a platform with over 4.9 billion users [1]. It enables
people to easily share their thoughts and opinions, making communication faster and more
convenient. However, the content on media can have impacts such as anxiety, depression and
even suicidal thoughts among individuals. Unfortunately, some individuals use it to criticize
or insult others, employing sarcasm that can be difficult to detect because of its implicitness.
People now frequently use irony due to the increasing availability of internet connections and
numerous new applications. Consequently, many countries have implemented social media
surveillance measures to monitor citizens [2]. However, social media posts often involve a mix
of languages, while Dravidian languages like Tamil and Malayalam add complexity due to their
nuances. People utilize Natural Language Processing (NLP), a branch of artificial intelligence
(AI) that analyses human language patterns, to identify sarcasm [3]. This paper explores the
challenges and opportunities in sarcasm identification in codemixed Dravidian languages. In the
subsequent sections, we will delve into the historical context of methods used in solving related
problems, the methodology involving data pre-processing and modelling, the experimental
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setup for fine-tuning the pre-trained model, and the statistical analysis of our results with
discussion [24].

2. Related work

Natural language processing researchers use various techniques to tackle the challenging task
of sarcasm detection. Although hate speech and sarcasm exhibit indirect connections, the
pre-trained multilingual BERT model’s contextual understanding shows a more significant
similarity due to its training on multilingual Wikipedia language sources [4, 5]. Hate speech
detection for English, German and Hindi Languages using the Multilingual BERT model uses
Machine Learning (ML) and Deep Learning approaches (DL). We employed various classification
architectures based on networks, including models like subword level LSTM, Hierarchical LSTM,
BERT, XLM-RoBERTa, LSTM, GRU, and XLNet [6, 7, 8]. Additionally, we utilized machine
learning-based classification models such as Support Vector Machine (SVM) Logistic Regression
(LR) Random Forest Classifier (RFC) [8, 9, 10, 11, 12] and K-Nearest Neighbour (KNN) [13].
Among these models used for the code mix, the Tamil dataset classification task SVM model
showed performance compared to machine learning models. We have also employed RNN
and MLP deep learning models to enhance classification. TFIDF (Term-Frequency-Inverse-
Document-Frequency) [14] serves as the text preprocessor, and SVM (Support Vector Machines)
[15] functions as the classifier. A two-phase approach for sarcasm detection using machine
learning algorithms involves feature extraction, feature selection, and classification using sup-
port vector machines [16]. Sarcasm detection using a hierarchical attention network that
incorporates both word and sentence-level attention mechanisms, using a graph convolutional
network that includes both syntactic and semantic information, using a bootstrapping approach
that iteratively learns new sarcastic patterns from labelled data achieved state-of-the-art per-
formance on several benchmark datasets. In the context of emotion recognition, a study [7]
focused on enhancing the effectiveness of BERT word embeddings through knowledge-based
fine-tuning techniques. This research underscores the ongoing sentiment analysis and emotion
recognition efforts within natural language processing. The model is connected with the fully
connected network with a softmax activation function which is used to classify the emotions of
the given sentence. A hybrid model of bidirectional LSTM with a softmax attention layer and
convolution neural network for real-time sarcasm detection in code-switched tweets achieved a
superior classification accuracy of 92.71% and F1-measure of 89.05% [17]. The model trained
on larger datasets achieved higher efficiency, and the inclusion of Dravidian Languages in the
dataset will be helpful for this task [7, 13, 18].

3. Methodology

The step-by-step process for conducting the experiment has been thoroughly explained and
outlined in the Figure ??. These sections provide a comprehensive description of how the
experiment was carried out, ensuring a clear and detailed understanding of the experimental
flow. The process commences with the selection and initialization of a pre-trained model.
Subsequently, the dataset is collected and pre-processed. Rigorous evaluation is performed



Figure 1: Block diagram.

on a designated validation and testing dataset, and fine-tuning strategies, including transfer
learning, are employed to tailor the model for the specific task. Furthermore, hyperparameter
optimization techniques are applied to enhance the model’s performance. The ensuing section
delves into a comprehensive presentation of results and constructive discussions, highlighting
the efficacy of fine-tuning and the implications of hyperparameter adjustments.

3.1. Dataset collection

The datasets for Tamil-English and Malayalam-English is included in the work, which is the
collection of comments from YouTube video. Data on all three types of code interlinked
sentences: Inter-Sentential switch, Intra-Sentential switch and Tag Swapping is included in the
dataset. Most comments were written in native script and Roman script with either Tamil /
Malayalam grammar with English lexicon or English grammar with Tamil / Malayalam lexicon.
Some of the comments have been written in Tamil and Malayalam, with English translations
between them.



Table 1
Dataset Distribution

Label
Training dataset count

English-Tamil dataset English-Malayalam dataset
Sarcastic 7170 2259

Non-Sarcastic 19866 9798
Total length 27036 12057

3.2. Data preprocessing

The dataset consists of text samples categorized as either ‘Sarcastic’ or ‘Non-Sarcastic’ and is
encoded into values assigning 0 and 1 for ‘Sarcastic’ and ‘Non-Sarcastic’ labels, respectively.
The maximum word length of the dataset is fixed to 128 tokens of words [19, 20].

3.3. Model training

For training the model, Simple Transformers is employed. Utilization of Bert-base-uncased
model architecture is done because of its ability to capture information from the text data
effectively, and this architecture is best suited for Binary Classification. The model is trained to
classify the text either as ‘Sarcastic’ or ‘Non-Sarcastic’.

3.4. Model evaluation and training

The performance of the trained model is validated and assessed using the test dataset. Based on
the predictions made by the model, a classification report is generated that includes accuracy,
f1 score, precision and recall. The model may or may not be biased towards a particular
class because of class imbalances, as shown in Table 1. So, the highly frequent tokens from
the utterance of the Sarcastic class with respect to the Non-Sarcastic class are taken from the
training dataset. The high-frequent tokens are removed from the test dataset, and a classification
report is generated to check whether the model is influenced by the high-frequent tokens.

4. Experimental setup

Three datasets are utilized for the task of sarcasm identification for each English-Tamil and
English-Malayalam dataset.

The training dataset consists of a larger number of ‘Non-Sarcastic’ labels than the ‘Sarcastic’
labels addressing class imbalance, as shown in Table 1. This huge difference in the occurrence
of the labels makes the model more biased towards the ‘Non-Sarcastic’ texts.

5. Results and discussion

Precision, recall, and F1-score scores for the bert-based-uncased sarcasm detection model were
competitive. The performance of the majority class (Non-sarcastic) and the minority class
(Sarcastic), however, showed a clear discrepancy. The bert-base-uncased model tends to favour



Table 2
Classification Report before removing the high frequent tokens

English-Tamil dataset English-Malayalam dataset
Precision Recall F1-score Precision Recall F1-score

Sarcastic class 0.63 0.49 0.55 0.46 0.10 0.17
Non-sarcastic class 0.83 0.89 0.86 0.83 0.97 0.90

Accuracy 0.79 0.81
Macro average 0.73 0.69 0.70 0.64 0.54 0.53

Weighted average 0.77 0.79 0.78 0.76 0.81 0.76

the majority class, like many other machine learning algorithms. As a result, the minority class
had great accuracy but low recall (Sarcastic). A high F1 score indicates that the model can
accurately detect sarcasm while minimising false positives (non-sarcastic text misclassified as
sarcastic) and false negatives (sarcastic text misclassified as non-sarcastic). Tamil-English and
Malayalam-English datasets shown in Table 2 have respective F1 values of 0.79 and 0.81. The
removal of highly frequent words from the Sarcastic class with respect to the Non-Sarcastic
class did not influence the model, as shown in Table 3. The differences in accuracy between the
English-Tamil and English-Malayalam datasets before and after high-frequency token removal
provide important information on how token removal affects model performance. The accuracy
in the English-Tamil dataset is 0.79, meaning that 79% of instances are properly classified by
the model before high-frequency tokens are eliminated. But it’s clear that the accuracy has
slightly decreased to 0.78 after the high-frequency tokens were eliminated. The possible cause
of this little decrease in accuracy is the loss of important data that high-frequency tokens were
carrying. It implies that these tokens may indeed contribute positively to the model’s capacity
to accurately identify instances in the English-Tamil dataset.

Figure 2: Confusion matrix on the given test dataset for English-Tamil dataset

On the other hand, prior to the removal of high-frequency tokens, the English-Malayalam
dataset shows an accuracy of 0.81, showing a high degree of classification accuracy. Upon
eliminating high-frequency tokens, the accuracy noticeably increases to 0.82. This improved
accuracy raises the possibility that high-frequency tokens might contaminate the data with



English-Tamil dataset English-Malayalam dataset
Precision Recall F1-score Support Precision Recall F1-score Support

Sarcastic 0.63 0.48 0.54 2263 0.59 0.04 0.07 685
Non-Sarcastic 0.82 0.90 0.86 6186 0.82 0.99 0.90 3083
Accuracy 0.78 8449 0.82 3768
Macro average 0.73 0.69 0.70 8449 0.71 0.52 0.49 3768
Weighted average 0.77 0.78 0.77 8449 0.78 0.82 0.75 3768

noise or ambiguity. Eliminating these tokens improves model accuracy by streamlining the
dataset.

Figure 3: Confusion matrix on the given test dataset for English-Malayalam dataset

The differences in accuracy between the two datasets demonstrate how high-frequency
token influence on model performance varies depending on the context. Their elimination
improved the accuracy of the English-Malayalam dataset but somewhat decreased the accuracy
of the English-Tamil dataset. These results highlight the need for a sophisticated strategy
in NLP tasks when determining whether high-frequency tokens to keep or discard. Making
educated judgments requires a thorough analysis of the linguistic properties of the dataset and
the possibility of noise introduction from high-frequency tokens. Enhancing model accuracy
in code-mixed Dravidian languages requires striking the ideal balance between information
retention and data refining, and this approach should be dictated by the unique linguistic
characteristics of each dataset. A confusion matrix is used to analyse the performance of the
model, as shown in Figure 3. The task involves binary classification involving the ‘Non-Sarcastic’
and ‘Sarcastic’ classes. This matrix comprises four distinct categories: True Positives (TP),
True Negatives (TN), False Positives (FP) and False Negatives (FN) [21]. Figure 3 and Figure 3
reveals the model’s strengths and areas of improvement in the binary classification task, offering
valuable insights for refining its performance and guiding future research efforts.



6. Conclusion and future work

Sarcasm identification using the BERT model provides a major improvement in natural lan-
guage processing. Intricate language nuances can be captured by BERT, enabling it to capture
contextual awareness and pre-trained knowledge, which makes it better for the complex task of
sarcasm detection. The accuracy of the model is substantially improved by its capacity to take
into account the larger context of a statement and comprehend how specific words or phrases fit
into that context. BERT can provide more balanced predictions, reducing the tendency to mis-
classify sarcastic statements as non-sarcastic due to the imbalance issue. However, it’s essential
to acknowledge that class imbalance remains a challenge, and further research should focus on
strategies like oversampling, undersampling, or using different loss functions to fine-tune BERT
models effectively. By addressing this class imbalance problem, we can continue to enhance
the accuracy and reliability of sarcasm detection using BERT-based models, making them more
valuable in real-world applications. Due to the class imbalance problem, the model is more
biased towards the Non-Sarcastic texts, which reduces the model’s accuracy. In addressing the
class imbalance, the potential integration of the Synthetic Minority Over-sampling Technique
(SMOTE) algorithm holds significant promise [22]. By integrating SMOTE into the BERT model,
we can create samples for the class. This helps in creating a balanced dataset during training
and greatly improves the accuracy of the model.
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