Exploring Large Language Models for Code Explanation
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Abstract
Automating code documentation through explanatory text can prove highly beneficial in code understanding. Large Language Models (LLMs) have made remarkable strides in Natural Language Processing, especially within software engineering tasks such as code generation and code summarization. This study specifically delves into the task of generating natural-language summaries for code snippets, using various LLMs. The findings indicate that Code LLMs outperform their generic counterparts, and zero-shot methods yield superior results when dealing with datasets with dissimilar distributions between training and testing sets.
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1. Introduction
Understanding legacy codes in large code repositories is a big challenge in the domain of software engineering. Liang et.al. [1] showed that only 15.4% of Java GitHub codes are documented. This makes it difficult and time-consuming for developers to comprehend the underlying functionality [2, 3]. Automating the task of code documentation through explanations can therefore prove beneficial.

Large Language Models (LLMs) have brought in a progressive breakthrough in Natural Language Processing, especially in the field of Generative AI. LLMs have been applied in many software engineering tasks [4], popularly in code generation [5], code summarization [6] and unit test case generation [7].

In this paper we focus on the task of code explanation – generating the intent or summary in natural-language for a given code snippet. We benchmark a suite of LLMs – both generic LLMs [8] and Code LLMs [9] using zero-shot, few-shot and instruction fine-tuning approaches. Extensive experiments on the IRSE dataset [10] leads to the following insights: (i) Code LLMs perform better than generic LLMs for the task. (ii) Zero-shot approaches achieve better results than few-shot and fine-tuning, where the train and test sets follow dissimilar distribution.

For more information, please refer to the original paper.
Table 1
Example data points from IRSE and conala-train datasets along with their average lengths (#words).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>Example Code Snippet</th>
<th>Example Code Explanation</th>
<th>Avg. length</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRSE</td>
<td>100</td>
<td>pattern = re.compile(r'\s+')</td>
<td>This code snippet uses the re (regular expression) module in Python to define a pattern that matches one or more whitespace characters. It then uses the re.sub() function to remove any occurrences of the pattern from the string variable 'sentence'. The result is a modified version of 'sentence' with all whitespace characters removed.</td>
<td>21.18</td>
</tr>
<tr>
<td>conala-train</td>
<td>1666</td>
<td>re.sub('[^A-Z]', '', s)</td>
<td>remove uppercased characters in string 's'</td>
<td>14.68</td>
</tr>
</tbody>
</table>

2. Related Work

Code explanation [11], also termed as code summarization [3, 12] and comment generation [13, 2], is an important problem in the field of software engineering. Traditional approaches [14, 15, 16] as well as deep learning methods [13, 2] have been attempted for this task.

Large Language Models have been successfully employed in a wide variety of natural language generation tasks [17]. The zero shot and few shot capabilities of these systems make them highly adaptable to any NLP task. There are several general domain, open source LLMs like LLama-2 [8], Alpaca [18] and Falcon [19]. There are also Code LLMs which have been trained or finetuned on code-specific data (usually source code files, covering 80+ programming languages). The most popular LLMs for code are OpenAI CodeX and Co-pilot. Among the open source models, we have StarCoder [9], CodeUp [5], CodeLlama [20] and Llama-2-Coder [21].

Large Language Models have been used for Code explanation in a few shot setting [3, 22]. Ahmed et.al. [3] found that giving few shot examples from the same project gives better results than from a different project. Geng et.al. [22] show that selecting relevant examples in a few shot setting is an important design criteria.

3. Dataset

In this work, we consider a dataset of 100 samples released at the Information Retrieval in Software Engineering (IRSE) track at Forum for Information Retrieval Evaluation (FIRE) 2023 [10]. Each sample in the dataset is a (code snippet, code explanation) pair. The explanation is a natural language description that denotes what task the code snippet is performing. We refer to this dataset as "IRSE" in the rest of the paper. Additionally, we use a publicly available conala-train [23] dataset as a secondary data source for few-shot and instruction finetuning. This dataset consists of 1666 unique samples of (code snippet, code explanation) pairs.

Table 1 shows a few examples from both the datasets. It can be observed that while the code snippets in are comparable in length (21 and 14 tokens respectively), the code explanations in the IRSE dataset are lengthier (mean length = 84 words) than the ones in the conala-train set (mean length = 15 words).

4. Evaluation

The model generated textual descriptions are evaluated with respect to the ground truth explanations using the following measures:

(i) **Token-based**: BLEU [24] score combines precision scores of n-grams (typically up to 4-grams) using weighted geometric mean, with higher weight given to shorter n-grams. BLEU-1,
Table 2
Zero-shot prompt templates used for Code Explanation. \{code\} denotes the query code snippet whose explanation needs to be generated.

<table>
<thead>
<tr>
<th>#</th>
<th>Prompt</th>
<th>Models</th>
</tr>
</thead>
</table>
| P1 | [[INST] <>
You are an expert in Programming. Below is a line of python code that describes a task. Return only one line of summary that appropriately describes the task that the code is performing. You must write only summary without any prefix or suffix explanations.
Note: The summary should have minimum 1 words and can have on an average 10 words. <>
{code} [INST] | Llama-2-70B-Chat
CodeLlama-13B-Instruct
CodeUp-13B-Chat |
| P2 | #Human: You are a helpful code summarizer. Please describe in simple english the purpose of the following Python code snippet: {code}
#Assistant:                                          | StarCoder (15.5B)
Llama-2-Coder-7B |

BLEU-2, and BLEU-N (for any integer N) extend the evaluation to unigrams, bigrams, and n-grams of varying lengths, respectively.

(ii) **Semantics-based**: We use this measure to assess the semantic similarity between the model generated explanation \((m)\) and the ground truth explanation \((g)\). We project both \(m\) and \(g\) in a continuous embedding space, \(\vec{e}_m\) and \(\vec{e}_g\) respectively using the pretrained CodeBERT [25] model. We then take a cosine similarity between the embeddings \(\cosine(\vec{e}_m, \vec{e}_g)\) to get the score.

5. Methodology

We experiment with 5 LLMs (i) Generic LLM: Llama-2-70B-Chat model [8], which is the largest, open source model available. (ii) Code LLM – Llama-2-Coder-7B [21], CodeLlama-13B-Instruct [20], CodeUp-13B-Chat [5] and StarCoder [9] (15.5B) models, using the zero-shot, few-shot and instruction fine-tuning strategies, described below:

(i) **Zero-shot**: In this setting, we directly prompt the LLM to generate output for a particular input code snippet. We experiment with several prompts, some of which are listed in Table 2 as prompts P1 and P2. Based on the model cards, we provide the prompt template P1 to the Llama-2-70B Chat, CodeLlama-13B-Instruct and CodeUp-13B-Chat models. The template P2 is provided to StarCoder and Llama-2-Coder-7B models.

(ii) **Few-shot**: In few shot prompting, we provide a few examples that demonstrate the nature of the task. For the task of code explanation [3] suggest using 10 examples in a few-shot setup. Therefore, we provide 10 randomly selected \((\text{code snippet, natural language description})\) pairs selected from the conala-train set (ref. Section 3).

(iii) **Instruction Finetuning**: For instruction finetuning of LLMs, we take CodeUp-13B-Chat model [5]. We take each sample from conala-train dataset and generate instruction based training instances using the following format:

```
Below is an instruction that describes a task, paired with an input that provides further context.
Write a response that appropriately completes the request.

### Instruction : Below is a line of python code that describes a task. Write one line of summary that appropriately describes the task that the code is performing.
### Input : sorted(l, key = lambdax : (−int(x[1]), x[0]))
### Output : Sort a nested list by two elements
```
Table 3
Performance evaluation of the different LLMs and three approaches for the code explanation task on the IRSE dataset. We report the BLEU and CodeBERT based metrics.

<table>
<thead>
<tr>
<th>Approach</th>
<th>LLM</th>
<th>Token-based</th>
<th>Semantics-based</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BLEU1</td>
<td>BLEU2</td>
</tr>
<tr>
<td>Zero Shot</td>
<td>Llama2-70B-Chat</td>
<td>0.019</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>CodeLlama-13B-Instruct</td>
<td>0.189</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>CodeUp-13B</td>
<td>0.030</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>StarCoder-15.5B</td>
<td>0.069</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>Llama-2-Coder-7B</td>
<td>0.189</td>
<td>0.075</td>
</tr>
<tr>
<td>Few Shot</td>
<td>Llama2-70B-Chat</td>
<td>0.064</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>CodeLlama-13B-Instruct</td>
<td>0.164</td>
<td>0.073</td>
</tr>
<tr>
<td></td>
<td>CodeUp-13B</td>
<td>0.061</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>StarCoder-15.5B</td>
<td>0.020</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>Llama-2-Coder-7B</td>
<td>0.023</td>
<td>0.008</td>
</tr>
<tr>
<td>Instruction Finetuning Zero Shot</td>
<td>CodeUp-13B</td>
<td>0.047</td>
<td>0.011</td>
</tr>
</tbody>
</table>

We load the CodeUp-13B-Chat model with 4-bit quantization using QLoRA [26] and bitsand-bytes [27] methods. We then perform parameter-efficient finetuning (PEFT) [28] of the model using the above prepared dataset.

6. Results
Table 3 shows the performance of the 5 different LLMs over three approaches – zero-shot, few-shot and zero-shot over the Instruction finetuned model. CodeLlama-13B-Instruct and Llama-2-Coder-7B have the best zero-shot performance over the other LLMs. Note that although the generic Llama2 model is the largest in size (70B), it has poor performance when compared to the smaller Code LLM models (13B, 7B). This shows that domain specific models perform better than generic ones.

While the few shot strategy is expected to give better performance than zero-shot, in this study we find that the performance is worse. This is mainly because the few shot examples had been selected from the conala-train set. As discussed in Section 3 and Table 1 the code explanation lengths in the IRSE dataset and the conala-train dataset vary hugely. Since the LLMs see few shot examples from the conala-train, it generates shorter length code explanations for input samples coming from the IRSE dataset. This train-test distribution mismatch causes the models to perform worse in the few shot scenario as compared to the zero-shot.

Similar arguments can be drawn for the Instruction finetuning+Zero shot approach, as the training data comes from the conala-train dataset which is different from the IRSE dataset.

7. Conclusion
In this work we explore the performance of 5 LLMs, both generic and code-specific, for the task of code explanation. We use zero-shot, few shot and instruction finetuning approaches over the LLMs and assess their performance. We find that Code LLMs perform better than larger generic LLMs. Also, zero-shot prompting works well in the scenario where we do not have enough examples to prompt/finetune the model.
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