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Abstract

Driven by an increasing number of digitized historical documents in machine-readable formats, researchers from
various disciplines actively participate in the information extraction and exploration of historical documents,
especially the recognition and classification of named entities in large-scale texts. Most existing studies focus
on the identification of flat entities, however, the nested structures inside entities are often overlooked. In this
paper, we focus on the extraction of nested entities in Chinese local gazetteers spanning over 8 centuries. We
first propose an annotation guideline for two entity types and five entity categories in local gazetteers, which can
be easily adapted to other domains. Then we utilize three popular span-based NER approaches in the context of
Chinese historical texts, and analyze the corresponding results. Our preliminary study can enhance the existing
geographical resources with entity information and be a reference for similar tasks within the field of digital
humanities.
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1. Introduction

Named entity recognition (NER), which plays an important role in the area of natural language processing
(NLP), identifies entities such as person, organization and location names from texts. Currently NER
task has achieved a remarkable performance on texts written in modern languages. However, historical
texts are still faced with multiple challenges, such as lack of resources, input noisiness, and domain
heterogeneity [1]. Although transformer-based NER techniques have already been used on historical
texts [2], fine-grained NER, e.g., nested entity recognition, has not been widely studied, especially for
Chinese historical texts. The most widely used NER-flat approach on Chinese historical texts is the
sequential labeling method “BERT-BiLSTM-CRF”.

Chinese local gazetteers (also known as “difangzhi” ), are historical records that contain comprehensive
information about administrative units in China over time. In this study, we are particularly interested
in extracting fine-grained entity information from large-scale Chinese historical texts. We make our
efforts to extract the flat and nested entity mentions, e.g., local products, books and locations, from a
sizable number of local gazetteers spanning over 8 centuries, using a computational approach.

2. Methodology

Within the scope of Chinese local gazetteers, our major focus is about two entity types, namely flat
and nested entities. Five categories within these two entity types are defined and labeled with different
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tags: PRO for local product names, PER for person names, LOC for location names, BOK for book
names, and TIM for temporal expressions.

Let a sentence s € S be denoted as a sequence of tokens s = {wy, wa, ..., w, }, where w; denotes
the i*" token in the sequence. Let C denote a set of pre-defined categories C = {c1, ca, ..., ¢, }. The
goal of our task is to predict a list of tuples 7" = {< I{w“d, If”il, c1,dp >, < Ié‘ead, Iéa“, ca,dy >, ., <
[head jlail o d,, >}, each of which refers to an entity mentioned in the sentence. I/***? and I}
represent the head index and the tail index of the i*" entity mention. ¢; is the predicted entity category
and d; corresponds to the depth of this mention. m is the number of entity mentions detected within
the given sentence. In this study, we consider the flat entity as a special case of the nested entity with
the entity depth of zero (see Figure 1).

<5,6,0,LOC>
1
Flat entity: %k '3 2% 3fE 4 SW o 7— 8% 93 103
Translation: Zhanggian obtained the seeds of corianders from western countries.

<0,4,0,BOK>

<6,7,1,LOC>

Nested entity: 0¥ 1K 28 38 44 Sz 6K 7# sf M 0F ug 2X B

Translation: According to Ye's Books (Bishulu), the white fish from Taihu Lake is the best in the world.

Figure 1: An example of the flat and nested entities annotated in Chinese local gazetteers.

Flat entities are annotated for all entity categories and nested entities are annotated within the
categories of persons, locations and books in order to achieve a fine-grained entity detection. For
instance, the category LOC covers the geographical names of a certain place, such as village, town or
city, " F R T (Gaoyou Zhuangyuandun), the entity mention contains an embedded county name
" (Gaoyou), so we consider this location name as a nested entity mention.

Our task here is to find all occurrences of the entities that belong to the categories indicated above,
and use pre-defined tags to mark the beginning, the end, and the nested structure of each mention span.
It should be noted that the tag sets not only refer to the full name of an entity, but also to the specific
features embedded in a given entity. For example, the nested entity " J% li#&” (Bosi Cheng, Persian
Orange) , the tag LOC is used inside the mention to capture the latent geographic feature (i1, Persian)
of this local product. We ask domain experts to manually assigned tags to each entity mention in texts
and consult with each other or refer to external resources in case of entity ambiguities or uncertainties.

Considering the limited data scale, we prefer to fine-tune the pre-trained BERT-based model for
NER task on classical Chinese texts instead of training our own from scratch. The span-based methods
have advantages in easily identifying nested entities in different sub-sequences, therefore we intend to
tackle the NER-nested task with three popular span-based approaches, namely MRC, Global Pointer
and BERT-span, respectively.

« MRC. Li et al.[3] formulated the NER task as a Machine Reading Comprehension (MRC) task and
transformed the tagging-style annotated dataset to a set of tuples {question, answer, context} to
tackle nested entity problem.

« Global Pointer. Su et al.[4] leverages the relative positions through a multiplicative attention
mechanism to identify the nested entities.

« BERT-Span. This approach leverages the strengths of BERT and span-based strategy to tackle the
complexity of NER-nested task. This approach can effectively identify and extract the hierarchical
relationships between nested entities.

3. Experiment and Evaluation

In this study, we use a digital collection of Chinese local gazetteers from the 12th to 20th century [5].
After text correction of misspellings, integration of metadata and manually annotation of entities, our



dataset contains 25,353 items of product descriptions and 940,189 entity labels. Table 1 shows the entity
distribution of our dataset and we divide the dataset into three subsets, i.e., training, development
and test set, with a ratio of 7:2:1. Apart from generic location names, we notice that there is a large
proportion of nested entities containing "LOC” labels inside, which correspond to the ”Geo-related” in
Table 1.

Table 1
Entity Statistics for Our Dataset

Type Category Vocabulary Size Geo-related

PRO 10,423 v
LOC 6,445 v
flat BOK 102 v
PER 1,083 -
TIM 540 -
PRO 4,783 68.59%
nested LOC 2,349 v
BOK 97 82.35%

We investigate the state-of-the-art (SOTA) pre-training language models for classical Chinese, and
we find that BERT-ancient-Chinese is the best fit for our task since it outperforms others [6]. We
fine-tune it on our annotated gazetteer dataset for the NER task with three span-based approaches,
respectively. Table 2 illustrates the precision, recall and F1 values of entities in five categories using
different span-based methods, and macro-average is calculated over all categories. We use bold to mark
the highest value of each category. According to Table 2, it seems that Global Pointer outperforms
others on macro-average scores and MRC outperforms others on identification of entities from PRO,
LOC and PER categories.

Table 2
P, R, F1-Score, and Macro-average Results of Each Entity Category using Different Span-based Ap-
proaches
Methods Category P (%) R (%) F1 (%)
PRO 81.22 8234  81.77
BERT-Span LoC 8693 8289  84.86
BOK 8397 8629  85.12
PER 8217 8587 8398
TIM 85.16  80.5  82.77
Overall 83.89 8358 83.7
PRO 83.16  84.1 83.63
Global Pointer LoC 86.86 81.62 84.16
BOK 89.74  84.06  86.81
PER 84.14 8123 8266
TIM 8151 8141  81.46
Overall 85.08 8248  83.74
PRO 83.26 8642  84.81
MRC LoC 86.53 8537  85.95
BOK 8342 8322  83.32
PER 89.25 8876  89.00
TIM 81.54  80.43  80.98
Overall 8226  79.88  81.03

4. Conclusion

In this study, we focus on the nested entity extraction from large-scale Chinese local gazetteers. We
utilize three popular span-based approaches with fine-tuning BERT-ancient-Chinese on our domain-
specific dataset and the corresponding experimental results show the effectiveness and feasibility of
span-based NER on Chinese historical texts. The extracted entity mentions in this ongoing study can



enrich the existed geographical resources with historical location names and local products. Our further
step will be the entity linking with external resources, which will facilitate domain experts in the
interpretation and understanding of the fine-grained knowledge embedded in the historical texts.
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