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Abstract

The use of autonomous systems in Intensive Care Units (ICUs) has become incredibly important, especially during the
COVID-19 pandemic. This period has overwhelmed both ICUs and hospitals, halting many other medical activities and
causing significant challenges. This project aims to develop a navigation system tailored specifically for the ICU environment,
adapting it to the unique procedures and regulations of that setting. Due to the critical conditions of ICU patients, strict rules
dictate precise requirements for navigation, necessitating a context-specific approach. This work will propose a comprehensive
navigation system capable of safely guiding from point A to point B within an ICU while addressing the critical issues present
in such environments. Unlike traditional Nav2 systems, it will feature specialized collision avoidance components designed
specifically for ICU settings, taking into account both contextual demands and the chosen approach. This will involve
implementing a multilayered protection technique and employing active movements to prevent collisions with dynamic

obstacles.
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1. Introduction

Robotic systems play a vital role in dangerous environ-
ments and risky situations where human presence is
limited. The COVID-19 pandemic has emphasized the ne-
cessity for hospitals to adopt automated robotic solutions,
particularly in treating patients with highly contagious
diseases. These systems minimize the risk of infection for
medical staff, addressing the challenges encountered dur-
ing the early stages of the pandemic. This project aims to
develop a navigation system specifically designed for in-
tensive care units (ICUs). It will generate dynamic paths,
adhere to contextual rules, avoid collisions with swiftly
moving individuals, and effectively manage potentially
critical situations.

The challenge of navigation within confined envi-
ronments is commonly addressed and resolved using
established solutions like ROS (Robot Operating Sys-
tem) [49, 32] and Nav2 [48, 35]. ROS, introduced in
2007 through collaborative efforts among universities
and robotics-focused companies, has become a standard
framework for navigation and robotic applications. It
offers modular components and user-friendly monitor-
ing and simulation tools, making it the standard solution
for navigation tasks. The extensive contributions and
vast library of modular components associated with ROS
and Nav2 have solidified their status as essential tools for
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addressing navigation challenges. Not all tasks can be
addressed solely using ROS components, particularly in
contexts where specific constraints are required, neces-
sitating the creation of custom nodes. One of the most
critical issues in ICU navigation is collision avoidance for
dynamic objects. While objects within the intensive care
unit are typically stationary, situations may arise where
healthcare personnel urgently need to reach a patient’s
bedside during emergencies. Therefore, it’s essential for
the robot to navigate while avoiding collisions and with-
out impeding the path of doctors who need to reach the
patient promptly.

In addressing navigation challenges within intensive
care unit (ICU) environments, researchers have proposed
several approaches outlined in the literature. One such
method involves the utilization of potential cost maps
to navigate around crowded areas [47, 33, 54, 34]). This
strategy allows robots to map out regions of high conges-
tion and adjust their paths accordingly to avoid potential
collisions. Another critical aspect is collision avoidance
for dynamic objects within the ICU. Given the unpre-
dictable nature of medical emergencies, it is essential
for robotic systems to adaptively maneuver around mov-
ing obstacles to ensure the safety of both patients and
medical personnel. Lastly, researchers have explored the
concept of employing critical profiles to modulate robotic
behavior based on the level of urgency or criticality en-
countered in the ICU environment, as proposed in the
work by [50]. This approach enables robots to dynam-
ically adjust their navigation strategies in response to
changing conditions, such as the need for medical profes-
sionals to swiftly access patients during emergencies. By
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integrating these diverse approaches, robotic navigation
systems can enhance safety and efficiency within ICU
settings, ultimately contributing to improved patient care
outcomes [9, 38, 8].

These supplementary nodes enable robots to navigate
safely through swiftly moving humans. The navigation
system can leverage the same framework as proposed by
Nav2 but with added enhancements. In navigation sys-
tems, route planning is facilitated through a cost map that
assigns a cost to each point in the environment, aiding
in obstacle identification and the generation of the most
efficient trajectory. By integrating a cost map derived
from high-traffic areas, it becomes feasible to chart routes
that circumvent locations frequented by medical person-
nel. This approach enhances navigation efficiency and
minimizes the likelihood of interference with healthcare
professionals.

2. ICU Specific Problems

In designing a navigation system, it’s crucial to outline
all requirements, constraints, and assumptions pertinent
to the context, particularly within an ICU environment.
An Intensive Care Unit (ICU) represents an environment
of utmost criticality, as all hospitalized individuals are
facing severe clinical conditions posing a real and signifi-
cant threat to their lives. Consequently, ICUs are meticu-
lously structured to maximize the operational efficiency
of medical personnel. Beds and associated equipment
are strategically positioned within the room, typically
in proximity to essential utilities such as oxygen or UPS
outlets, as well as room alarms. Additional items like
chairs or desks cannot be accommodated, and access for
patients’ relatives is restricted, with staff expected to
complete their tasks promptly and vacate the room im-
mediately. This protocol gained heightened importance
during the COVID-19 pandemic, as prolonged presence
in the room increased the risk of infection.

In designing the navigation system, it’s imperative to
ensure that robot movements prioritize human safety
while adhering to the following constraints: Medical per-
sonnel trajectories must remain unaltered; the robot must
never impede their movement. Obstacles’ movements
are unpredictable, requiring reactive adjustments to de-
tected trajectories. In critical situations where no action
can resolve potential collision, the robot must halt im-
mediately, allowing humans to evade collision. Upon the
cessation of a dangerous event or potential collision, the
robot must revert to its initial goal, either by returning
to the initial path, reaching the destination, or devising a
new path. Navigation interruption or updating the final
goal point should be feasible. Lastly implementing a max-
imum speed limit for the robot in all situations ensures
safety.
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3. Related Works

Based on the requirements specified in the previous sec-
tion, it is possible to identify 2 macro-areas of study
which, although strongly related to each other, are 2
topics addressed by previous works independently; they
are collision avoidance of dynamic objects and dynamic
object identification.

3.1. Collision Avoidance in Navigation

The issue of avoiding collisions while navigating in con-
fined spaces is extensively studied from various angles.
Dealing with stationary objects has been thoroughly ex-
plored, and numerous algorithms ready for use are avail-
able in robotic systems like ROS. However, navigating
around moving objects remains a challenge due to its
close ties with specific contexts and constraints. Unlike
stationary objects, dynamic ones demand a different ap-
proach. Their unpredictable nature necessitates swift
responses to prevent collisions, and predicting their fu-
ture positions in the near term could prove invaluable for
anticipating and avoiding potential collisions. Multiagent
collision avoidance during navigation can be seen as a
cooperative task where each agent plays a role in avoid-
ing collisions [42, 36]. In environments like ICU (Indoor
Closed Environments), communication between agents
is often absent, with sensor data being the only source
of information about positions and velocities [10, 1, 40].
Understanding this task involves considering two main
approaches: trajectory-based and reaction-based meth-
ods [41]. The reaction-based approach focuses on short-
term responses, while the trajectory-based method plans
over a longer duration. While the latter yields smoother
trajectories, it can be computationally intensive. Despite
this classification, there’s potential in combining these
approaches. By leveraging Reinforcement Learning (RL),
computationally expensive operations can be moved to
offline training stages, with an online policy efficiently
queried during runtime. This hybrid approach offers
advantages from both methods. Everett et al. propose
an RL-based solution aimed at determining velocity vec-
tors to reach goal positions swiftly while avoiding colli-
sions with other agents [42, 17]. Their method employs
an LSTM network capable of handling various numbers
of agents. Interestingly, the LSTM is used not in a se-
quential time-based manner, but to encode each agent
sequentially, utilizing the final hidden layer for subse-
quent steps. This design ensures consistent dimensions
regardless of the number of agents involved. Another
crucial consideration is the impracticality of applying
the trajectory-based method in scenarios involving hu-
mans, as predicting human paths is challenging due to
unpredictable needs or rules. It’s often unclear before-
hand where a human might need to go or if they may
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need to return to their initial position for various reasons.
Therefore, collision avoidance systems become valuable
only when agents are near the target robot and can be
analyzed over a short period, during which their move-
ments can be predicted to some extent. Otherwise, the
data becomes too noisy for effective trajectory planning.
While RL has been utilized in various studies, it’s essen-
tial to specify constraints on the behavior of other agents
to yield meaningful results, as highlighted by Everett.
Generic approaches where each agent exhibits arbitrary
behavior may not lead to effective collision avoidance
strategies. An alternative approach is presented in [53],
which leverages Lidar data to identify dynamic objects,
track their movements, and employ the ORCA algorithm
[52] to compute collision-free paths. This method of-
fers another avenue for effective collision avoidance in
dynamic environments.

Optimal Reciprocal Collision Avoidance (ORCA) [52]
stands out as a velocity-based planning technique
renowned for its ability to ensure collision avoidance
in both static and dynamic environments, boasting high
scalability. ORCA evaluates the velocities of all agents
involved and delineates cones representing potential col-
lision scenarios. Subsequently, through an optimization
process, it determines the minimum velocity necessary
to navigate out of these collision cones.

While ORCA offers robust collision avoidance capa-
bilities, it operates on an optimization search paradigm,
which implies that it can find a solution multiple times if
one exists. However, it does have a couple of drawbacks.
Firstly, it assumes homogeneity among objects within the
workspace, whether static or following the same naviga-
tion policy. Deviating from this assumption can lead to
catastrophic outcomes, as noted by Vince Kurtz [44]. Sec-
ondly, its reliance on optimization introduces a notable
delay, potentially resulting in missed solutions. Such
delays could pose challenges in environments requiring
swift decision-making.

In response to these limitations, was proposed an al-
ternative approach. This method involves predicting the
motion of dynamic objects over a short timeframe us-
ing an LSTM RNN with online training, as suggested in
[41]. Once these predictions are available, they are inte-
grated into a Nonlinear Probabilistic Velocity Obstacles
algorithm. This adapted algorithm effectively handles
collision avoidance in static environments and accounts
for objects moving along predictable trajectories, derived
from short-term predictions.

3.2. Dynamic Object Identification

In navigating around obstacles, whether they are static
or dynamic, the first step is to detect them using sensors
installed on the robot. Ready-to-use components, such
as those found in ROS and Nav2, are commonly used
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to identify static obstacles within a local map, which is
then integrated into the navigation system. Dynamic
obstacles require a different approach, as their velocities
necessitate fast and specific algorithms capable of calcu-
lating both position and velocity. A method proposed
by In [43] was introduced as a technique for identify-
ing dynamic objects using spatiotemporal norms derived
from points gathered by robotic sensors, such as Lidar
or depth cameras. This method involves clustering or
creating point clouds from the sensor-detected points,
representing potential objects for analysis. Subsequently,
a spatiotemporal norm analysis is applied to these point
clouds to determine if the objects are undergoing trans-
lation or rotation. This approach enables the recovery
of an object’s position using sensor data. By analyz-
ing the covariance (a measure of sparsity) of the point
cloud, possible rotations and the object’s radius can be
reconstructed, providing valuable information for colli-
sion avoidance systems. It’s crucial to note that these
results are based solely on points identified by the Lidar
or depth camera. This means that the central position and
covariance calculations are limited to the visible parts
of the objects; any points hidden from the sensors are
not considered in the analysis. Therefore, this analysis is
inherently related to the visible portions of the objects.

4. ICU Navigation System

Navigating an ICU has specific demands that must be
satisfied in a robust architecture that is modified and ex-
tended for that. The presented navigation system is based
on the Nav2 infrastructure in the ROS2 environment with
custom components (or nodes) specific to the ICU context.
This project has a Gazebo simulation with rViz monitor-
ing. The architecture comprises a standard navigation
system supplemented by three additional nodes designed
to enhance collision avoidance capabilities.

The proposed system navigates the robot from point A
to point B using a cost map generated by SLAM [2]. In an
Intensive Care Unit (ICU), where minimizing instrument
presence and their impact on medical staff movement is
crucial, the map’s variability is assumed to be rare. It’s
created extemporaneously and maintained throughout
the robot’s operational lifecycle, with manual updates
only in exceptional cases. This approach doesn’t signifi-
cantly constrain the project, as static objects not on the
map can still be identified and managed by local and
collision avoidance components with regularly updated
perspectives.

Given Nav2’s adeptness at handling navigation in
closed environments, this project focuses on collision
avoidance, the primary ICU navigation requirement.
Avoiding static or dynamic objects and medical person-
nel is achieved through a multilayered approach, each
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Figure 1: Images showing the evolution of potential values as an object moves, with adjustments made to the decay rate
parameter 7 influencing the rate of potential decrease over time.

level enhancing security in this task:

+ Localmap: Identifies new objects via local maps
and adjusts navigation accordingly, effective for
static but less so for dynamic obstacles.
Potential Areas: Modifies the cost map based on
the likelihood of encountering obstacles in cer-
tain areas, thereby reducing the probability of
choosing paths through them.

Collision Monitor: A ROS2 node that reduces the
robot’s speed when obstacles are nearby.
Emergency Guard: Adjusts movement profiles or
capabilities based on the distance from obstacles,
potentially slowing down or stopping the robot.
Dynamic Collision Avoidance: Alters the robot’s
trajectory to avoid collisions dynamically.

Each layer addresses specific scenarios, bolstering safety
and meeting ICU requirements effectively.

4.1. Localmap

During navigation, sensor data create a cost map close
to the robot with a high-frequency update. This updated
and high-quality map is used to adapt the trajectory,
avoiding obstacles and keeping the original track (defined
by the Planner Server) as much as possible. This node is
already present in the Nav2 framework and is used as is,
for this reason will not be analyzed anymore.
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4.2. Potential Areas

As per the requirements, the navigation system must pri-
oritize avoiding collisions with medical personnel. Hence,
it’s vital to identify areas with a significant probability
of encountering people or obstacles and steer clear of
trajectories leading into those areas. In the cost map, po-
tential values range from integers 0 to 255. High values,
like 255 and 254 (considered as lethal costs), indicate a
high probability of collision with an object, while very
low values such as 0 or 1 (representing free space costs)
denote no obstacles and safe navigation. Each value sig-
nifies a distinct collision probability based on proximity
to obstacles. The component identifies contact points of
lidar rays with objects (referred to as hit points H P). For
every point in the hit point set, it’s inferred that an object
exists at that point, thus necessitating an increase in its
potential. Conversely, if there’s no hit (a point not in
H P), the potential is decreased (indicating the absence
of an object at that point) following an exponential func-
tion with decay parameter 7. Figure 1 illustrates how
potential values evolve (depicted in the black box in the
upper right corner) as an object moves, and how poten-
tials decrease over time. Adjusting 7 enables control over

the decay rate.

Pinl(p,t + At) = min(MAX_PTNL; W
1
Ptnl(p,t) x e 2" +6(p € HP))

In equation 1, the potential is refreshed every At. If
point p is hit by a ray (in H P), its value increases; oth-
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erwise, it decreases gradually over time with a decay pe-
riod. To maintain flexibility in navigation, the potential is
capped (M AX_PT N L), allowing trajectories through
those areas albeit with a low probability. Subsequently,
the potential map is integrated into the environment map
and regularly updated with new potential values (refer
to Figure 2).

Potential
Costmap

;
:
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Figure 2: Integration of Potential Map into Environment Map:
The process of merging potential values into the environment
map, ensuring updated information for safer trajectory plan-
ning.

4.3. Collision Monitor

The Collision Monitor, a node available within the Nav2
framework, serves as a crucial safety feature in the nav-
igation system. Positioned just before the command is
dispatched to the robot, its primary function is to ensure
safe navigation. When the robot approaches an obstacle,
the Collision Monitor intervenes by reducing its velocity.
Specifically, it may decrease the velocity to a fraction
of the original command, such as 20%, to prevent colli-
sions. However, if the robot is not close to any obstacles,
the command remains unchanged. Since the Collision
Monitor is an integral part of the Nav2 framework and
is utilized without modification, it will not be further
analyzed as its functionality is standardized and deemed
sufficient for the system’s safety requirements.

4.4. Emergency Guard

Emergency Guard is a custom ROS2 node that improves
the capability of a standard collision monitor. The com-
ponent identifies the minimum distance with a generic
object (both static and dynamic), evaluates the variation
compared to the previous detection, and based on that
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predicts the new minimum distance that will potentially
be detected.

Amin(t) = dmin(t) + (dmin () — dmin(t — 1)) (2)

If the predicted distance falls below a warning threshold
(T H R_W R), the navigation system applies a reduced-
speed movement profile. However, if it drops below a
critical threshold (T'"H R_C R), the robot transitions into
ablocking profile. This blocking profile indicates a highly
critical situation, prompting the robot to halt, allowing
humans to intervene and avoid a collision.

CTitiC@l dnw’n (t) < T’}IR_CvR7
Profile = § Warning  dmin(t) < THR_WR;
Normal otherwise

(3)

Once the predicted distance exceeds the critical thresh-
old, the robot remains in a critical state until both the
warning threshold and normal conditions are met. For
safety reasons, the robot maintains its critical state until
it returns to a normal operating state. This behavior is
depicted in the state diagram shown in Figure 3.

Figure 3: State diagram of emergency guard node

4.5. Dynamic Object Identification

A crucial aspect of collision avoidance is the identifi-
cation of dynamic objects and the extraction of their
positions and velocities. To achieve this, an approach
inspired by the work of Raphael Falque [43] has been
adapted to suit the specific context. The algorithm
encompasses the following steps:

Hit Point Identification: Identifying contact points
of laser rays with surrounding objects. Each point
represents a hit point on an object.

Environment Filtering: Filtering out all hit points origi-
nating from the ICU environment. Since this is focused
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on dynamic object detection, static objects within the
environment are disregarded. Filtering is accomplished
using a kNN (k-Nearest Neighbors) algorithm. A kNN
model is trained using the environment’s cost map. For
each hit point, nearby points are identified using the
Nearest Neighbors of the trained model. If at least one
point is at a critical level (indicating the presence of an
environmental object), the hit point is filtered out. This
filtering process helps eliminate noise from detection.

Point Cloud Creation: After filtering, the remaining
hit points are clustered using a DBScan algorithm. This
approach offers the advantage of dividing points into
groups without needing to specify the number of clusters
beforehand. However, it requires careful tuning to ensure
the creation of sparse clusters. This tuning typically
involves setting a high value for the epsilon parameter
(eps) and a low value for the minimum number of sam-
ples parameter (min_sample). The resulting clusters
form the point clouds representing the identified objects.
To eliminate isolated points resulting from incorrect
distance measurements, clusters with a small number of
elements are filtered out. Additionally, any points not
associated with a cluster are removed from consideration.

Dinamicity Identification: Each point cloud is analyzed
to determine its movement characteristics. Initially, the
center of mass for the points in point cloud ¢, denoted
as N%, is computed. This is achieved by calculating the
average position of its hit points, as shown in equation
4. Subsequently, the covariance of the point cloud, rep-
resented by equation 5, is determined. This covariance
provides information about the dispersion of the points
around the center of mass, aiding in recognizing the ob-
ject’s movement pattern.

™= R 2 P

p; EN?

)

Detecting movement involves assessing significant vari-
ations in the center of the point cloud. However, noise
in measurements can lead to fluctuations in the center
that need to be filtered out. One common approach to
identify variations or trends in sequential values is to use
linear regression. However, this method is not suitable in
this context because rapid generation of points results in
a dataset with values that are nearly constant or exhibit
very small variations. Consequently, the linear regres-
sion yields a zero coefficient with a prediction constant
equal to the mean value. Any deviations from this fixed
value are interpreted as errors rather than meaningful
changes. To address this issue and mitigate the effects of
noise and the high number of values, a Naive approach is
proposed. This approach reconstructs the area of move-
ment over time, defined as the rectangle encompassing
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the movement (see Figure 4). If the area exceeds a prede-
fined threshold, dynamic behavior is identified.

Area < Thresholds Area > Thresholds

Figure 4: Images depicting the Naive approach’s reconstruc-
tion of the movement area over time, with dynamic behavior
identified based on the threshold-exceeded area

P —m)) (s —m)"

&)

When analyzing the variation of covariance, two
scenarios may arise: rotation of the object or a reduction
in distance between the object and the robot. While
theoretically, significant variability in covariance over
some time could indicate movement, strong measure-
ment noise can lead to frequent changes in covariance
even without real movement. Therefore, covariance
analysis is not reliable for evaluating and identifying
object dynamics.

Dynamic Object Measurement: Given the list of dy-
namic objects, their positions (or central positions of
points in their cloud) and velocities are recovered from
previous points. This information is then utilized by the
collision avoidance engine. Calculating velocity by ana-
lyzing close positions in time, such as from two consecu-
tive measurements, often results in significant positional
errors and speed oscillations. To mitigate this, a period 7'
(or a number X of measurements or odometry messages)
is considered to calculate velocity (see equation 6). This
approach helps reduce measurement errors and ensures
smoother velocity estimation.

position(t + T') — position(t)
T

(6)

velocity =

4.6. Dynamic Collision Avoidance

The Collision Avoidance node is designed to prevent col-
lisions with dynamically moving objects that may pose
an imminent threat to the robot. Its primary objective
is not to define the entire navigation path towards the
goal, but rather to handle complex dynamic situations
effectively. When a critical situation arises, indicated by
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1. Hit point identification

Fo, center

3. Point Cloud Creation
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5. Dinamic Object Measurement

Figure 5: Phases of dynamic object identification

objects being closer than a specific threshold, the node
retrieves positional and velocity information of dynamic
objects from the dedicated Dynamic Object Identification
node (see section 4.5), along with the robot’s position and
the goal pose. It then applies an algorithm to determine
the appropriate speed to resolve the critical event. Once
the critical situation is resolved (i.e., objects are no longer
too close), the node is deactivated, and standard naviga-
tion by the Nav2 Plan Server resumes. This node is based
on the Deep Reinforcement Learning strategy proposed
by Michael Everett [41]. The algorithm adopts a multi-
agent approach capable of handling a variable number of
dynamic objects. To accommodate the variable number
of obstacles, they are standardized using an LSTM net-
work. Each obstacle’s state is fed into an LSTM network,
and only the last hidden layer is utilized in subsequent
processing (see Figure 6). This condensed representation
of dynamic objects, along with the robot’s state, is used
to generate a vector passed through two fully connected
layers, resulting in a probability distribution for possible
actions.

Ei)
" s¢ FC—»FC/
: L m(s,w)
|| _\
256 256

n # const.

Figure 6: Full network to generate a probability distribution
for the actions

5. Implementation
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Figure 7: Gazebo simulation of a simple ICU

This project was developed on Ubuntu 22.04 using
ROS2 Humble distribution and Nav2. Custom nodes were
implemented using Python 3.10 and interfaced with ROS
services. Simulations and monitoring were conducted
using Gazebo and rViz. The robot and environment were
adapted from turtlebot3, with a custom world tailored to
resemble an ICU environment (refer to Figure 5).

6. Results

The development process was marked by a series of thor-
ough tests and evaluations, both for individual custom
nodes and for the entire system. This approach ensured
that each node could complete its task, ensuring safe be-
havior in the robot’s movement. In particular, detailed
tests were conducted to explore a range of scenarios, in-
cluding edge cases, to identify and address any issues.
One of the main challenges encountered during develop-
ment was the presence of noise in measurements, partic-
ularly evident in the contact points detected by sensors.
These fluctuations in position could compromise the sys-
tem’s reliability, necessitating careful calibration and im-
plementation of advanced filtering algorithms. The goal
was to minimize the impact of noise and ensure proper
interpretation of data by the system.

Another significant challenge was managing computa-
tional resources, critical for the proper functioning of the
system, especially in real-time environments like robotics.
Insufficient resources could lead to delays in message
processing and calculations, potentially affecting overall
system performance. Consequently, optimizing resource
usage through the implementation of parallelization tech-
niques, optimization algorithms, or potential hardware
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upgrades was essential.

Ultimately, successfully addressing these challenges
was crucial for the project’s progress. Through an inte-
grated approach involving thorough testing, algorithm
optimization, and resource management, the system was
able to ensure reliable behavior in real-world applica-
tions.

7. Conclusion

The proposed solution adopts the architectural infras-
tructure of a widely used navigation system based on
Nav2, with customized extensions tailored specifically
for the ICU environment. This standardized approach
facilitated rapid prototyping and integration within the
existing navigation framework.

Custom navigation components designed for the ICU
environment contribute to enhanced safety character-
istics during navigation. For instance, the Emergency
Guard component complements the Collision Monitor
by introducing different profiles that gradually restrict
the robot’s movement freedom. These profiles adjust
parameters such as speed or radius, crucial for collision
avoidance algorithms, while also incorporating simple
prediction mechanisms to preemptively address potential
safety risks.

Potential maps play an important role in shaping the
costmap based on the likelihood of encountering obsta-
cles, thus enabling the generation of safer trajectories.
Careful configuration of potential values, including set-
ting appropriate decay periods, ensures the creation of
up-to-date potential maps that accurately reflect recent
object detections. Fine-tuning these parameters is essen-
tial to strike a balance between maintaining high poten-
tial values in areas with recent obstacles while avoiding
excessive averaging that could diminish the effectiveness
of this feature.

The collision avoidance algorithm prioritizes rapid
decision-making through the adoption of an online re-
inforcement learning (RL) model. This node selectively
activates only during critical situations, swiftly deactivat-
ing once the threat has passed. Importantly, in scenarios
where the collision avoidance movement brings the robot
into proximity with static objects, other nodes such as
the Collision Monitor or Emergency Guard are triggered
to avert collisions and uphold overall safety.

In summary, the integrated system offers a robust solu-
tion for navigating within an ICU environment, ensuring
a high level of safety through the coordinated efforts
of multiple nodes. By addressing a range of potentially
critical events with distinct functionalities, the system
effectively meets the initial safety requirements of ICU
navigation.
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