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Abstract
This study addresses the critical need for ethics and fairness in AI and machine learning, focusing on the often-overlooked inequalities behind biases in these technologies. Adopting a valuesensitive design approach, it investigates a design method that use conflicts through the introduction of ‘provotypes’, intended to enhance end-user agency in the AI tool design process. Specifically concentrating on the educational sector, centers on teachers, this paper offers an in-depth perspective at both the application of these methods and the outcomes they produce, covering both methodological insights and findings related to values on AI in education.
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1. Introduction

There is an increasing recognition of the importance of ethics and fairness in machine learning and AI systems research. Despite this, much of the effort has been on examining and addressing biases by implementing ‘fairness-aware’ algorithms, rather than on understanding and handling the deeper, systemic inequalities that these biases may reflect or reinforce [1]. There is an identified gap and need for more proactive, inclusive approaches, such as participatory methodologies, that involve stakeholders in conceptualizing and designing AI tools [2, 3]. The active involvement of practitioners in the design phase is critical for enhancing the quality of AI-tools and ensuring sustainable implementation [4]. Moreover, engaging end-users and stakeholders from the beginning is vital for safeguarding the freedom, values, and rights of those the AI-tool is designed for [5, 6, 7]. Fairness is a value often emphasized in the design and use of AI-tools [2], highlighting the "ethical need to understand the historical and social contexts into which these systems are being deployed" [8, p. 2]. To explore fairness of AI-tools, they should be examined within both a broad societal perspective and the specific context of its application. The notion of
fairness is not just about abstract principles but involves critically analyzing who stands to determine what fairness means, who benefits from these definitions, and the power dynamics influencing these determinations [1]. In this way, "many of the sources of unfairness are not straightforward to identify but instead require thorough domain knowledge" [9, p. 382]. However, articulating and meaningfully translating the values and needs of stakeholders into the design process can be challenging [10]. Moreover, exploring the values and needs of various stakeholders may uncover conflicts [2]. This study adopts a value-sensitive design [6] perspective and explores a design method aimed at taking advantage of conflicts and using them to provoke critical discussions and the exploration of novel ideas. By doing so, it introduces 'provocative prototypes', or provotypes [11, 12], as a tool that advocates diverse perspectives and tensions of values as a catalyst for creativity and innovation. The current study centers on teachers, who play a critical role in implementing fairness within their daily activities in schools. It details an ongoing project intending to empower secondary school teachers in the design of prototypes of AI-based educational tools that uphold fairness. This paper offers an in-depth perspective at both the application of these methods and the outcomes they produce, covering both methodological insights and findings related to end-users' perspectives on AI in education.

2. The design process

2.1. Participants

Forty participants took part in this study, which included teachers, who were considered direct users of AI tools, and principals, students, and pedagogical developers, who were identified as indirect users, with 10 individuals from each category. They were purposefully recruited based on their interest in exploring AI in education, representing secondary schools across four municipalities in Sweden. We chose to engage with these specific participants to gain insights from a group that generally does not have a say in design of AI tools [13] but where teachers, principals and pedagogical developers are responsible for distributing fairness in their everyday work [14].

2.2. Workshops design

A series of two workshops and focus group discussions were conducted for each category of participants for a total of 40. Both the first and second workshops lasted approximately three hours. The first workshop was audio-recorded, while the second was video-recorded. The focus group discussions, which lasted about one hour, involved smaller groups from each category and were audio-recorded. All sessions took place at the university.

Workshop 1 - End users’ perception of fairness. A week before the workshop, we distributed a video to teachers, pedagogical developers and principals, providing them with an introduction to the basics of AI. It has been highlighted that providing participants with knowledge of advanced and complex technologies is necessary to bridge the gap between nonprofessional and professional designers/researchers [15]. Thus, the first workshop began with a lecture about AI, with a particular emphasis on understanding biases, both broadly and within the specific area of education.
The workshop consisted of two sessions. The first session aimed to highlight the participants’ efforts in promoting fairness within their schools. It emphasized that teachers and principals naturally promote equity through their daily practices. Meanwhile, pedagogical developers are tasked with supporting schools, which includes advocating for equitable education for all students. Participants were asked to reflect on the following question: What specific actions do you take in your work to create a fair and equitable school? Initially, they individually documented on post-it notes strategies they had personally implemented. Subsequently, they formed small groups to collaboratively discuss those strategies.

The second session was designed to focus on the role of AI in education. Participants were encouraged to pair up and create a storyboard illustrating a future scenario, a ‘sketch of use’ [16], scenarios that highlights values emphasizing the social and ethical considerations of new technologies [17] focusing on how AI could be used to accomplish work tasks and other activities. The workshop concluded with a collective discussion where participants shared and reflected on their work in relation to fairness.

**Workshop 2 - Provotypes illustrating conflicting values.** In preparation for the second workshop, our analysis of transcribed recordings from workshop 1 revealed tensions in participants perspectives. We identified three primary areas of tension that reflect both the participants’ values regarding fairness and their conceptualizations of using AI tools in education. The first area of tension addresses the challenge of balancing personalized education for each student against the need to frame the classroom as a space for collaborative work and discussion. The second area points the tension between the efficiency of monitoring students through AI for time-saving analysis and the depth of understanding that teachers achieve through direct interaction with their students. Lastly, the third area of tension contrasts the benefits of obtaining data-driven insights on student with the ethical imperative to respect students’ privacy and protect their personal information.

Although these tensions in participants values are widely recognized in the field of AI and fairness research [18, 19], the persistent challenge is how to thoughtfully mitigate these tensions and coherently integrate them into AI tool design [3] In design processes, tensions stemming from conflicting values among stakeholder perspectives have traditionally been addressed by devising strategies to foster consensus within or among stakeholder groups [20, 21]. Instead of circumventing these tensions, we have used them as a resource, creating provocative prototypes (provotypes) that embody these very tensions [12]. From a theoretical perspective, Activity Theory [22] can serve as a foundation for a provotyping approach [11]. Activity theory is based on the concept that activities are inherently subject to systemic contradictions, which act as catalysts for change processes, ultimately leading to transformation of the activity [22]. This understanding has guided our development of three provotypes designed to actively engage with such contradictions.

The participants were divided in small groups and each group was given paper-provotypes. The participants were told that the provotypes illustrated ideas capturing their varied imaginaries of AI-tools in education from previous discussions. Provotyping, as a method, focuses on identifying and highlighting contradictions within a specific practice
Thus, by interacting with the provotypes, participants from different educational backgrounds and schools were able to critically confront and reflect upon the varied and sometimes conflicting ideas of AI in education. The provotypes aimed to act as catalysts, stimulating creativity and encouraging new ideas by questioning norms and values while designing for future practices [12] in education. In this way, prototyping was viewed as an intermediary, linking the exploration of current concrete practices with the imagination of future opportunities by uncovering values and intended to facilitate the transition from analysis to design [12]. By exposing contradictions, prototyping aimed to address the identified contradictions and inform design [11]. To do so, participants redesigned the provotypes and created their own interface prototypes. They were equipped with plain paper prototypes along with a selection of pens in various colors, sticky notes, scissors, rulers, glue, and pre-made stencils of elements like buttons, icons, and form fields.

**Focus group discussions - Prototype-stimulated discussions.** In preparation for the focus group discussions, students were invited to engage with, and respond to, the three provotypes and create prototypes. They were divided into small groups and encouraged to reflect on the perceived strengths and weaknesses of the provotypes, their personal values related to its use and functionality, and any ethical or practical concerns they identified.

Together, teachers, principals, pedagogical developers, and students generated a wide variety of detailed prototype designs in response to the provotypes. A selection of these prototypes and video-recorded reflective discussions, which took place during their creation, collectively served as ‘stakeholder prompts’ [17] in subsequent focus group discussions. These prompts were intended to elicit the underlying values, guiding the conversation and analysis in these groups, which were homogeneous, each consisting of either teachers, principals, or pedagogical developers.

### 3. Results and discussion

Participants design ideas and values were reflected through a diversity of methods and representations, including scenarios, prototypes, and stakeholder prompts, alongside verbal presentations of the designs in relation to fairness. During the design process, we recognized the necessity for participants to switch back and forth between concrete and abstract thinking to uncover their values.

Teachers value direct, personal interaction with students, viewing it as essential for comprehensively understanding each student’s emotional, social, and practical needs. Thus, the teacher’s role is seen as irreplaceable, with human insight and empathy being crucial for supporting students. While integrating AI, many participants also highlight ‘conservation values’ [23], emphasizing the importance of preserving the stability and maintaining traditional educational practices, such as age-based classes and student collaborative group work.

At the same time, the participants were open to assigning a wide range of tasks to AI tools, motivated by the desire to enhance student outcomes. They were willing to delegate tasks such as automated individualization and progress monitoring (bordering on surveillance) to prevent students from falling behind, along with other supportive functions, to AI tools to augment teacher capabilities. This willingness could be interpreted...
as placing the value of high-quality education for all students above concerns for students’ data privacy.

Throughout the design process, a significant challenge has been inspiring participants to broaden their understanding of AI tools. Encouraging them to envision how AI can innovate and transform education necessitates a shift in perspective and moving beyond traditional approaches to explore the novel possibilities and risks that AI introduces to the field. An additional challenge has involved raising awareness about the potential consequences of AI usage on the teaching profession, including the risk of deskilling and maintaining elements of teaching that contribute to job satisfaction.
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