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Abstract	
We	 are	 reporting	 on	 a	 piloting	 phase	 of	 creating,	 using,	 and	 evaluating	 an	 AI	 assistant	 for	
university	students	in	the	context	of	dental	education.	The	assistant	was	meant	to	be	used	as	a	
conversational	partner	with	the	students	and	it	was	instructed	to	implement	the	Socratic	method;	
that	 is,	 avoiding	 giving	 answers	 to	 students,	 and	 help	 them	 obtain	 own	 understanding.	 	We	
conducted	a	focus	group	discussion	with	a	small	number	of	students	that	had	used	the	assistant.	
The	results	of	our	pilot	pinpoint	that	the	students	used	the	AI	assistant	both	as	an	information	
source	as	a	conversation	partner.	 	Also,	to	new	skills	 for	both	the	teacher	and	the	students	to	
effectively	use	this	type	of	technology.		
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1. Introduction 

Lately,	Large	Language	Models	(LLM)	have	attracted	the	attention	of	several	researchers	
worldwide	working	not	only	in	Artificial	Intelligence	(AI),	but	also	in	other	domains,	such	
as:	business,	security,	and	education.	The	main	reason	for	the	awakening	of	the	interest	of	
the	 research	 community	 concerns	 the	 latest	 advancements	 on	 chatbots	 (for	 example	
chatGPT	from	OpenAI)	implementing	LLM	freely	available	online.	In	2023,	many	prominent	
researches	 and	 experts	 in	 AI	 signed	 an	 open	 letter	 calling	 for	 a	 six-month	 pause	 on	
development	 of	 AI	 systems	more	 capable	 than	OpenAI’s	 latest	 GPT-4	 arguing	 that	 AI	 is	
advancing	 quickly	 and	 unpredictably.	 The	 letter	 garnered	 over	 50,000	 signatures	 [10].	
ChatGPT	 is	 built	 upon	 the	 LLM	 technology	 called	 “Generative	 Pretrained	 Transformer”	
(GPT).	The	use	of	tools	that	resemble	chatbots,	such	as	chatGPT,	along	with	the	LLM	that	
they	incorporate	has	accelerated	in	most	domains.	Yet,	LLM	are	in	their	infancy	and	we	are	
in	a	very	early	stage	of	understanding	and	using	them	[1].	The	focus	of	this	paper	is	in	higher	
education.	
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This	paper	discusses	the	case	of	an	AI	assistant	for	university	students	that	incorporated	
chatGPT	with	 the	 aim	 of	 helping	 students	with	 their	 assignments	 in	 a	 dental	 education	
course.	On	the	one	side,	we	know	from	existing	literature	that	chatGPT	can	generate	human-
like	responses	that	are	more	natural	compared	with	most	educational	technologies.	This	
makes	 the	 tool	 appropriate	 for	 applications,	 such	as	AI	 assistants.	On	 the	other	 side,	 its	
limitations	include	the	need	for	large	amounts	of	data	and	computational	resources	to	train	
and	run	the	LLM	[2].	
	In	 this	paper,	we	are	describing	 the	whole	 lifecycle	of	 the	AI	 assistant	 starting	 from	 its	
conception,	design,	and	development,	to	its	use	and	empirical	evaluation.	With	respect	on	
the	first	three	phases,	we	highlight	particularly	the	different	roles	that	interplay	and	their	
main	 tasks	 focusing	on	 the	division	between	professional	developers	and	end	users	and	
their	 collaborative	 interactions.	 Finally,	 we	 conclude	 with	 a	 discussion	 of	 preliminary	
results	on	its	use	and	evaluation.	This	involves	the	results	of	the	thematic	analysis	of	a	focus	
group	 discussion	 with	 final	 users	 i.e.	 a	 small	 group	 of	 university	 students.	 The	 results	
indicate	some	interesting	insights	on	additional	learning	demands	that	empower	students	
as	end	users	to	assess	LLM	possibilities	and	limits.	Our	hypothesis	is	that	the	development	
of	critical	reflection	around	the	use	of	this	technology	would	be	essential	on	behalf	of	the	
students.	The	main	reason	for	our	hypothesis	stems	from	the	problem	of	overreliance	of	
end	users	in	AI	systems	on	the	one	hand	[3]	and	on	the	other	hand	on	the	fact	that	LLM	
frequently	hallucinate	[4].	The	use	of	chatGPT	shows	that	its	output	in	many	cases	cannot	
be	regarded	as	secure	knowledge,	it	is	imprecise,	or	too	general,	which	has	consequences	
for	the	learning	activities.		Academically	sound	knowledge	must	then	be	secured	in	other	
ways	[5].	Critical	assessments	must	then	be	based	on	users’	previous	knowledge	and	their	
work	with	multiple	information	and	knowledge	resources	[4].			

2. Background 

LLMs	 facilitate	 user	 interaction	 with	 generative	 transformers	 through	 conversational	
interfaces.	 These	 transformers,	 such	 as	 the	 GPT,	 are	 constructed	 using	 reinforcement	
learning	 and	 leverage	 large-scale	 online	 data,	 including	 human	 dialogues,	 to	 simulate	
natural	language	responses.	The	GPT's	network	architecture	allows	it	to	pretrain	extensive	
language	models	using	web-based	textual	resources	like	Wikipedia	[7].	Pretrained	models	
undergo	 initial	 training	 on	 general-domain	datasets,	 followed	by	 fine-tuning	 for	 specific	
tasks.	While	 the	 GPT	 can	 generate	 contextually	 relevant	 text,	 it	 operates	 by	 discerning	
statistical	patterns	rather	than	truly	comprehending	word	meanings.	Consequently,	it	can	
produce	 coherent	 and	 contextually	 suitable	 language	 responses	 but	 lacks	 true	 semantic	
comprehension.		
Prompt	Engineering	(PE)	is	the	process	of	designing	(or	fine-tuning)	effective	questions	

or	instructions	("prompts")	for	AI	language	models	with	the	aim	of	producing	the	desired	
results	 [8];	 herein,	 to	 help	 students	 develop	 their	 own	 understanding	 and	 ideas.	 In	 the	
context	of	higher	education,	PE	is	important	because	it	pinpoints	to	the	fact	that	the	success	
of	AI	language	models,	like	chatGPT,	is	not	merely	determined	by	their	algorithms	or	data,	
but	 also	 on	 the	 skills	 of	 the	 who	 creates	 the	 prompts	 [8].	 Therefore,	 this	 technology	



introduces	 a	 new	 role	 for	 the	 university	 teacher	 (prompt	 engineer)	 along	 with	 the	
associated	skills,	a	topic	which	is	still	under-researched.			
The	use	of	pedagogical	 conversational	 agents	 in	digital	 learning	environments	 is	not,	

new	since	 it	dates	back	 to	 the	70s.	There	exists	a	body	of	 literature	 that	discusses	 their	
functions	and	their	advantages.	Regarding	the	former,	their	main	teaching	functions	have	
been	categorized	 in	 [12]	as:	1)	motivation,	2)	 information,	3)	 information	processing,	4)	
storing	 and	 retrieving	 (information),	 5)	 transfer	 of	 information	 and	 6)	 monitoring	 and	
guiding	students.	Regarding	the	latter,	main	advantages	include[11]:	their	24/7	availability	
and	their	ability	to	respond	naturally	through	dialogue-based	systems.	

3. Lifecycle of the AI assistant in the piloting phase 

The	lifecycle	of	the	AI	assistant	comprises	the	following	phases:	1)	conceptualization	and	
requirement	analysis,	2)	design	and	development,	and	3)	use	and	evaluation.	We	use	two	
actors	named	“Alex”	and	“Dora”	who	are	actual	professionals	that	cooperated	to	set	up	the	
AI	assistant.	

1. Conceptualization	 and	 requirements	 analysis:	 Our	 intention	 was	 to	 support	
students	 in	 their	 learning	 process,	 using	 an	 approach	 in	 which	 the	 role	 of	 the	 tool	 is	
primarily	to	respond	by	asking	questions	to	promote	student	learning	mimicking	as	much	
as	possible	the	Socratic	method	and	avoiding	as	much	as	possible	to	provide	answers	to	
students’	questions.	We	were	also	aiming	in	our	approach	to	help	students	critically	reflect	
on	 the	use	of	chatGPT	 for	 learning	purposes.	To	do	 that,	we	needed	an	 interdisciplinary	
development	 team	 with	 a	 set	 of	 competences	 within	 AI,	 digital	 pedagogies,	 and	 the	
disciplinary	territory	of	the	subject	matter	which	was	dental	hygiene.	

2. Design	and	development:	The	development	was	based	on	an	idea	by	"Alex,"	the	
project	leader,	who	had	two	roles:	a	university	teacher	and	a	supporter	of	the	dental	hygiene	
course.	Alex	aimed	to	create	an	AI	assistant	for	the	dental	hygiene	course	he	was	teaching.	
Recognizing	 the	 importance	of	pedagogical	 integrity,	Alex	enlisted	"Dora,"	a	specialist	 in	
digital	pedagogy	and	AI	in	education,	to	support	the	project's	educational	effectiveness	and	
assess	its	outcomes.	As	mentioned	already,	our	intention	was	not	to	create	an	agent	that	
would	answer	students’	questions,	but	a	conversation	partner.	This	was	possible	by	using	
the	 function	 “instruction”	 of	 the	 privacy-friendly	 chatGPT	 version	 4	 offered	 by	 the	
university	that	both	Alex	and	Dora	work	along	with	the	following		system	prompt:		

“You	 are	 an	 intelligent	 teaching	 assistant,	 expert	 on	 medical	 physics	 and	 radiation	
protection	in	oral	radiology.	You	are	supposed	to	help	students	learning	and	are	not	supposed	
to	give	final	answers.	Give	hints	on	the	next	step	and	inspire	students	to	find	the	solution.	If	the	
student	is	stuck,	provide	a	little	more	help	to	avoid	frustration.	You	should	not	give	complete	
answers,	 but	 help	 the	 students	 one	 step	 at	 a	 time	 to	 solve	 the	 problem.	 All	 answers	 and	
communication	must	take	place	in	Norwegian,	and	you	must	use	questions	and	answers	from	
the	given	file	as	a	source	of	knowledge	when	relevant.	You	must	also	be	careful	not	to	convey	
information	that	is	not	supported	by	the	documents	in	the	file.	The	aim	is	to	help	students	think	



independently	 and	 critically,	 by	 giving	 them	 the	 tools	 they	 need	 to	 understand	 and	 solve	
problems	on	their	own.”	

3. Use	and	evaluation:	Students	got	help	from	the	AI	assistant	to	write	an	essay	for	
their	course.	We	conducted	the	evaluation	with	a	focus	group	interview	using	an	interview	
protocol	inspired	by	[6].	It	comprises	of	the	following	stages:	

- Introduction:	purpose	of	the	study,	objectives,	ethical	considerations	

- Main	 part:	 prior	 experience,	 quality	 of	 responses,	 functionality,	 pedagogical	
value,	difficulties,	affective	domain	(engagement,	motivation),	intentions	of	use	
in	the	future	

- Closing:	final	questions,	acknowledgment,	considerations	

The	project	team	received	ethical	approval	from	the	Norwegian	Centre	for	Research	Data	
and	 the	 participant	 students	 gave	written	 consent.	 A	 focus	 group	 discussion	 took	 place	
using	the	interview	protocol	with	five	first	year	students	that	have	used	the	AI	assistant.		
The	 focus	 group	 discussion	 was	 recorded	 and	 transcribed	 using	 a	 combination	 of	 a	
dedicated	AI	 tool	offered	by	 the	university	 for	 the	 creation	of	 the	 transcript	and	human	
intervention	for	making	corrections	whenever	needed	in	the	transcript.	The	transcript	was	
qualitatively	analyzed	using	thematic	analysis	comprising	six	phases	[9]:	1)	critically	read	
the	 transcript,	 2)	 generating	 initial	 codes,	 3)	 search	 for	 themes,	 4)	 review	 themes,	 5)	
defining	themes,	6)	write	up	the	results.	

4. Preliminary results of the focus group discussion analysis 

The	main	themes	generated	are:		

• The	 difference	 in	 terms	 of	 student	 experience	 between	 the	 printed	 book,	 google	
search,	 and	 the	 AI	 assistant.	 This	 involves	 the	 role	 of	 other	 existing	 knowledge	
sources	and	what	is	unique	for	the	assistant	in	comparison	with	the	other	sources.		

“Sometimes	it	can	take	you	a	while	to	find	it	on	google.	And	the	information	you	need	isn't	
always	on	google.	So	chatGPT	can	help	you	with	that.	You	just	get	a	general	overview	of	what	
you're	looking	for.	So	it's	straight	to	the	point.”	(Student	3)	

“You	want	easy	answers	that	you	understand.	Very	simple	and	easy	to	explain.	And	you	don't	
always	get	that	in	textbooks	or	the	internet.	So	you	look	up	chatGPT,	and	you	get	short	and	
simple	 answers	 that	 you	 understand.	 And	 then	 you	 understand	 what's	 written	 in	 the	
textbook.”	(Student	2)	

“No.	And	if	you	don't	understand,	it	often	says	“it's	not	what	you	mean.	Did	you	mean	that?”	
And	 then	 it's	 easy	 to	 say,	 “no,	 I	meant	 this”.	 It's	 very	 rare	 that	 it	doesn't	understand.	 It's	a	
conversation	you	have	with	the	chatbot.”	(Student	1)	



“It's	like	you	have	a	teacher	who	asks…”		(Student	4)	

“It's	like	a	different	person.	An	assistant	who	helps.”	(Student	5)	

• In	 terms	of	 learning	demands	posed,	 the	 students	 say	 that	 it	 requires	 critical	
thinking	 from	 them.	 Issues	 of	 trust	 were	 central	 to	 the	 discussion	 and	 in	
particular	 a)	 the	 degree	 to	 which	 the	 tools	 that	 implements	 the	 LLM	 can	 be	
considered	a	reliable	knowledge	source	and	b)	what	constitutes	plagiarism	 in	
such	a	learning	environment		

About	point	(a):		

	“You	have	 to	 be	 careful	with	 learning	 from	 it,	 that	 you	 can't...	How	do	 I	 say	 this?	Source	
critical?	 Yes,	 to	 be	 source	 critical.	 Because	 something	 has	 been	 wrong.	 Not	 everything	 is	
correct.	So	you	have	to	be	very	critical	of	what	you	get	there.”	(Student	5)	

“But	you	have	other	sources	that	you	refer	to.	I	didn't	trust	chatGPT	blindly,	but	I	trusted	it	
enough	to	use	it,	to	help	me	to	understand	better.	You	read	the	original	text,	or	watch	it	on	
YouTube,	or	on	TV.”	(Student	4)	

About	point	(b):		

“I've	heard	that	someone	has	cheated	with	chatGPT.	Because	they	have	copied	and	pasted.	
Yes,	I	agree.	And	that's	not	okay.	“(Student	1)	

“You	can	use	it	to	steal	information.	Because	it's	easily	accessible...	You	can	tell	it	to	write	a	
text	about	this	and	that.	And	then	it	can	write	it.	So,	you	can	just	take	this	text.	If	you	have	an	
assignment.	“	(Student	3)	

“It	has	more	advantages	in	the	learning	experience	(than	disadvantages).	And	in	the	student	
experience.	Even	though	 it's	so	strict	with	cheating.	So	not	many	people	dare	to	abuse	 the	
platform.”	(Student	2)	

5. Discussion 

We	report	on	a	pilot	phase	of	an	AI	assistant	in	the	context	of	higher	education	that	was	
implemented	using	chatGPT4	along	with	an	instruction	to	support	and	guide	the	students	
in	 their	 assignment	 while	 avoid	 providing	 answers.	 The	 paper	 concludes	 on	 changes	
regarding	the	role	of	end	users	in	the	era	of	LLMs.		The	main	conclusions	can	be	summarized	
as	follows:	firstly,	this	new	technology	introduces	a	new	role	for	the	university	teacher,	that	
of	prompt	engineer.	On	behalf	of	the	students,	the	use	of	our	AI	assistant	required	critical	
reflection.	The	students	used	it	as	a	source	of	information,	but	also	as	a	conversation	partner	
and	this	combination	constitutes	a	different	learning	experience	compared	to	other	popular	
means,	namely	the	printed	book	and	information	fetched	via	google	search.		



Future	plans	include	fine-tuning	a	standard	LLM	or	using	Retrieval-Augmented	Generation	
(RAG)	with	such	a	model.	RAG	is	a	method	that	improves	the	quality	of	generated	text	by	
incorporating	 relevant	 information	 from	 external	 sources.	 To	 tailor	 the	 AI	 model,	 a	
copyright-free	dataset	has	been	compiled,	drawing	from	various	reliable	sources,	including	
government	documents,	publicly	available	internet	materials,	and	Alex's	teaching	content.	
Originally,	we	aimed	in	fine-tuning	the	AI	assistant	to	the	specific	context	and	subject	matter	
of	the	course,	but	due	to	time	restrictions	in	the	piloting	phase,	this	was	not	possible.		

Limitations	include	the	fact	that	we	cannot	claim	generalization	of	findings	since	this	was	a	
small	 piloting	 phase.	 The	 results	 are	 indicative	 of	 what	 other	 researchers	 might	 be	
interested	in	focusing	on	in	the	future,	since	the	field	is	still	in	its	infancy.	
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