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Abstract 
The paper is devoted to the creation and approbation of a method for determining the level of social 
acceptability of textual Ukrainian-language content, which will be able to determine the level of 
detection of offensive speech for the Ukrainian language using a recurrent neural network based on 
the entered textual information. The method of detecting offensive speech involves the use of a 
combined approach based on the use of a dictionary of offensive words and a neural network 
approach to determine the sentiment tone of the message. The proposed method will allow to assess 
the level of social acceptability of Ukrainian-language Internet content for automated moderation of 
Internet content. Further research can be focused on applied use, which can be a useful tool for 
assessing the level of social acceptability of digital text content published on social networks and for 
preventing the spread of harmful or offensive information. It can also help improve the quality of 
communication and increase the level of social interaction in general. 
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1. Introduction 

The terms and conditions of the vast majority of social networks and messengers clearly define 
content requirements and acceptable standards of user behavior. For violations of such rules 
and regulations, social networks usually block either content or accounts. The community 
standards of Facebook, Instagram, Twitter, YouTube, and other similar platforms prohibit the 
publication of terrorist content containing hate speech at various levels, prevent copyright 
infringement, coordinated inauthentic behavior, bullying, and the posting of pornographic 
materials [1]. Social networks also fight against fake pages, and some platforms even delete 
inactive accounts. All social media platforms, including Facebook, Twitter, and YouTube, have 
made huge investments and developed policies to identify and moderate such harmful content 
[2, 3]. 

The content that is considered socially acceptable can vary depending on various factors, 
such as cultural and moral norms, age groups, geographic location, and others. However, in 
general, socially acceptable content is content that does not violate the rules of a social network 
and does not cause disgust or outrage among a significant part of the audience [1]. 

Many published works are devoted to the detection of hate speech and offensive language in 
comments in English. However, according to the authors' research [4], there are no appropriate 
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methods for automatically detecting obscenities and hate speech in Ukrainian, as the 
development of such methods is a difficult task for several reasons: 

 There are no labeled databases or Ukrainian-language corpora of comments or social 
media posts with offensive content. 
 Due to the peculiarities of word formation in the Ukrainian language, it is almost 
impossible to determine a definitive list of offensive words. 
 Users often invent new, explicitly obscene words by connecting two common stems with 
an infix or adding prefixes or suffixes. 
 The use of surzhik gives rise to a wide variety of swear words. 
The paper [5] shows that a combination of machine learning and a lexicon-based approach 

can achieve higher accuracy than any type of sentiment analysis. The authors used a variety of 
sentiment analysis, machine learning methods, and dictionary-based sentiment analysis to test 
and compare the effectiveness of user behavior research.  

The study [6] was conducted on sentiment analysis on Twitter. Their proposed method is 
based on a dictionary and allows identifying sentiments about the AstraZeneca/Oxford, 
Moderna, and Pfizer/BioNTech COVID-19 vaccines for 4 months. A similar study was conducted 
[7], but the authors proposed to use TextBlob based on TF-IDF vectorization to assess 
sentiment. LinearSVC was chosen as the classification model, which resulted in an accuracy of 
0.96752 for English-language tweets. 

The study [8] was aimed at identifying hate speech, which includes various forms of trolling, 
intimidation, harassment, and threats directed against specific individuals or groups of athletes. 
The experiments concern the detection of hate speech in the Serbian language. The proposed 
BiLSTM deep neural network [9], trained with different parameters, showed high accuracy in 
detecting hate speech in the sports sphere (96% and 97%) and a fairly low level of 
memorization. 

The authors of paper [10] implemented a special type of deep learning based on a recurrent 
neural network (RNN) [11] called long-term memory (LSTM) for the automatic identification of 
hate and offensive content. The authors propose a language-agnostic solution for three Indo-
European languages (English, German, and Hindi), the methodology does not use any pre-
trained model, which leads to a neutral language solution, and does not require the 
development of cumbersome features for the proposed model. 

According to TIME [12], Facebook removed more than seven million cases of hate speech in 
the third quarter of 2019, a 59% increase over the previous quarter. More and more of these 
hateful statements (80%) are now detected not by humans, but automatically by artificial 
intelligence. 

However, the algorithms Facebook currently uses to remove hate speech only work in 
certain languages. This means that it has become easier for Facebook to curb the spread of 
racial or religious hatred online in predominantly developed countries and communities 
dominated by global languages such as English, Spanish, and Chinese. 

According to Time, Facebook automatically detects such statements in more than 40 
languages around the world. In other languages, Facebook relies on its users and human 
moderators to control hate speech. 

Contrary to the algorithms that Facebook says now automatically detect 80% of hate posts 
without requiring the user to report them first, these human moderators do not regularly scan 
the site for hate speech themselves. Instead, their job is to decide whether to remove posts that 
have already been reported by users [13]. 

Minority languages are the most affected by this inequality. This means that racially 
motivated slurs, calls for violence, and targeted insults can spread faster in developing countries 
than they currently do in the United States, Europe, and elsewhere. 

Therefore, although virtual communication through social media platforms is an integral 
part of human life, there is a downside that comes in the form of harmful online content [14]. 
Harmful content, whether it is fake news, rumors, hate speech, aggression, or cyberbullying, is a 
matter of serious concern to society [15]. Such harmful content affects a person's mental health 



and also leads to losses that cannot be compensated for [16]. Detection and moderation of such 
content are the primary tasks of information technology. The solution to the problem of 
determining the level of social acceptability of textual Ukrainian-language Internet content will 
allow automated moderation of Internet content [17]. 

Considering the analysis of the studies, we can distinguish approaches that allow automated 
detection of offensive language in textual Internet content for the Ukrainian language: 

 Sentiment analysis. This approach is used to detect and classify the emotional tone of 
the text, which helps to determine the overall mood of the message. For example, positive, 
negative. 
 Detection of abusive speech. Abusive speech detection tools are used to identify and 
classify texts that contain rudeness, insults, threats, etc. 
 Machine learning. The use of machine learning algorithms allows you to create models 
that can determine the social acceptability of a text based on training on large data sets. Such 
models can take into account a wide range of features, such as semantics, syntax, emotional 
connotation, and other factors that affect the detection of offensive speech [18]. 
Offensive language is characterized by the presence of two aspects: 
1. The presence of offensive words that define this content as offensive. 
2. The presence of negative sentiment tone of content that actualizes offensive intentions. 
Accordingly, in order to detect offensive speech, it is necessary to evaluate the content under 

study for the presence of each of the manifestations. 
The aim of research is to create and validate the method for automated determination of the 

level of social acceptability of textual Internet content based on a combined approach that 
includes sentiment analysis using RNNs and verification with a dictionary of offensive words. 

The main contributions of this research are follows: 
 a method for detecting offensive language in textual Internet content for the Ukrainian 
language using a recurrent neural network has been developed;  
 the developed method allows detecting offensive speech with a given user threshold. 

2. Methods and Materials 

Given these limitations, there is a necessity to generate experimental data that will satisfy the 
research objectives. 

The method for detecting offensive speech for the Ukrainian language using a recurrent 
neural network based on a combined approach that includes sentiment analysis and verification 
with a dictionary of offensive words is proposed. Its main stages of work are also described. 

The proposed method has been validated in the format of an application implementation in 
Python, which clearly demonstrates the effectiveness of this approach. An efficiency study is 
also performed. 

2.1. Datasets 

The «Ukrainian Twitter Corpus» (for RNN training) and the «AbusiveLanguageDataset» (for 
identifying offensive content) will be used as experimental data to implement the method of 
detecting offensive speech for the Ukrainian language using a recurrent neural network. 

«Ukrainian Twitter Corpus» [19] is a corpus of Ukrainian-language tweets collected using the 
Twitter API. The corpus contains more than 6 million tweets that were collected from December 
2015 to May 2017. 

Each tweet in the corpus is labeled as positive, negative, or neutral. Annotation was 
performed using machine learning algorithms and evaluated at the message level. In total, the 
proposed corpus contains about 3 million positive tweets, 1.7 million negative and 1.6 million 
neutral tweets. Of that total, 400 thousand tweets are in Ukrainian. 

The corpus also contains additional data on the number of likes, retweets, and replies per 
tweet. The data is available for download on GitHub. As the data in the corpus is collected from 



the social network Twitter, it may contain informal vocabulary, abbreviations and other speech 
features that are typical for this source. However, given the topic of the study, it is appropriate 
to use this corpus to train an RNN that will perform the task of determining the semantic tone of 
a message. 

«AbusiveLanguageDataset» [20] is a dataset that contains Ukrainian-language comments 
with different levels of offensive content. This dataset consists of 5,000 comments, most of 
which are negative and contain foul language. The comments were collected from popular 
Ukrainian online resources, such as: «Ukrainska Pravda», «Tablo ID» and «TSN» [20]. The 
dataset is presented in many languages, including Ukrainian. Each comment in the selected 
dataset was pre-evaluated by a human who determined whether it contains offensive content 
and the level of offensiveness (low, medium or high). In addition, for each comment, the 
identifier of the source from which the comment was received is indicated. 

The dataset will be used as data for a numerical assessment of the level of social acceptability 
of the textual content of the posts. 

The datasets were supplemented with data from previous studies, a dataset of tagged 
reviews from the hotline consisting of 7656 documents [21]. The peculiarity of the dataset is 
that it contains russisms, swear words, and some reviews were presented in other languages. It 
is also supplemented by manually collected and labeled posts and comments from the social 
network Facebook in the amount of 500 units (250 positive and 250 negative).  

Since even the tagged tweets and feedback from the hotline were in different languages, they 
were cleaned up with the help of the python language using the «langdetect library». The tweets 
and reviews were also filtered, and tweets consisting of less than 3 words were deleted. After 
imposing restrictions on tweets and Ukrainian-language reviews from the hotline, their number 
was as follows: the tweet set consisted of 2400 tweets (1200 positive and 1200 negative), the 
data set from the hotline consisted of 2000 positive and 2000 negative, the set of posts and 
comments from the social network Facebook consisted of 500 items (250 positive and 250 
negative). The number of offensive words in the dictionary is 959 offensive words (Figure 1). 

 

 
Figure 1: Data components of the method for detecting offensive speech for the Ukrainian 
language 
 

The described set of data will be used to implement a method for detecting offensive speech 
for the Ukrainian language, which will be able to determine the level of acceptability of user-
generated Internet content based on the entered textual information according to the 
established sensitivity threshold. 

2.2. Components and stages of the method of detecting offensive speech for the 
Ukrainian language 

In order to identify the level of offensive speech for Ukrainian-language Internet content, 
based on the analysis of publications, in particular, [22] shows that studies that mainly relied on 
dictionary tools to extract sentiment from textual data and have a clear advantage in terms of 



interpretation, obviously lose in accuracy. Therefore, in order to ensure the reliability of the 
result in determining the level of social acceptability of textual Ukrainian-language Internet 
content, a neural network will be used to identify emotional content and a dictionary approach 
will be used to check for elements of unacceptable content. 

The input data of the method are: a pre-trained RNN tone analysis model, textual Internet 
content for analysis, and a dictionary of key offensive expressions. The Internet content for 
analysis is characterized by some features [23], the main ones being: 

 short length (often has a limit on the number of characters, which causes the text to be 
short and requires a clear and concise expression of thoughts) 
 informative nature (usually, information is presented in an informal manner and may 
contain abbreviations, non-standard vocabulary, or surzhik); 
 use of multimedia (texts may include gifs, emojis, etc.); 
 dialogic nature (social networks have an extensive structure that facilitates interaction 
between users and the creation of dialogues). 
All this makes the processing of short online content specific, different from general methods 

for working with texts. A generalized diagram of the proposed method is illustrated in Figure 2. 
 

 
Figure 2: Scheme of the method for detecting offensive speech for the Ukrainian language using 
a recurrent neural network 

 
Step 1 is a neural network assessment of the sentiment tone based on a pre-trained RNN 

model. The result of this step is a numerical assessment of the content's sentiment in the range 
from 0 to 1, where 0 is completely negative and 1 is completely positive. 



Step 2 takes place in parallel with the first step and consists in assessing the frequency (TF) 
of the occurrence of offensive language, which will be determined by comparing the content of 
the message with the dictionary of offensive language. The frequency of offensive language will 
be calculated using the formula [24]: 

𝑇𝐹 =
𝑂𝑤

𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑢𝑛𝑡
, 

 

(1) 

where 𝑂𝑤 is the number of offensive words contained in the dictionary, 𝑇𝑜𝑡𝑎𝑙𝐶𝑜𝑢𝑛𝑡 is the 
total number of words in the analyzed Internet content. The result of this step is a numerical 
assessment of the concentration of offensive components. 

At step 3, the offensiveness score of the textual content is calculated based on the tone of the 
sentiment and the concentration of offensive components. The numerical assessment of the 
offensiveness of the textual content will be calculated using the formula: 

 

𝐴𝑏𝑢𝑠𝑖𝑣𝑒𝐿𝑒𝑣𝑒𝑙 =
𝑘 ∙ 𝑇𝐹 + (1 − 𝑘)(1 − 𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑉𝑎𝑙)

2
, 

(2) 

where 𝑇𝐹 is a numerical estimate of the concentration of offensive components, 
𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡𝑉𝑎𝑙 is a neural network estimate of the sentiment tone of the post, 𝑘 is the coefficient 
of the threshold of sensitivity of offensive words to the overall level of detection of offensive 
speech. It is selected according to the policy of the social service under study.  

Accordingly, the output of the method of detecting offensive speech for the Ukrainian 
language using a recurrent neural network is a numerical assessment of the offensiveness of 
textual Internet content. 

2.3. Formation of a trained RNN sentiment analysis model for detecting 
offensive speech 

Since one of the inputs to the method of detecting offensive speech for the Ukrainian 
language using RNN is a trained model, it is necessary to obtain it for Ukrainian-language data. 
The neural network model is trained according to the algorithm shown in Figure 3. 

 

 
Figure 3: Stages of forming trained RNN sentiment analysis model for detecting offensive speech 



Therefore, the input for model selection is the labeled dataset used to train the neural 
network and evaluate its effectiveness. The sentiment of a post will be determined from a 
numerical range from 0 to 1, where 0 is a completely negative post, and 1 is a completely 
positive post. 

The first step is to divide the dataset into training and test samples. It was decided to divide 
the dataset in a 60-40 ratio, where 60% is training sample and 40% is test sample. Accordingly, 
the number of training examples was 4 140, and the number of test examples was 2 760. 

The next step was to select the neural network architecture. It was decided to use a simple 
three-layer architecture with an Embedding Layer, LSTM Layer, and Dense Layer with a 
sigmoidal activation function.   

The next step was to train the neural network with the above architecture. The training stage 
was conducted in conjunction with the stage of further model evaluation based on such metrics 
as accuracy, recall, f1, and confusion matrix [25]. 

Accuracy is defined as the ratio of the number of correctly classified examples to the total 
number of examples [26]. Recall is defined as the ratio of the number of correctly classified 
positive examples to the total number of positive examples. F1-score is calculated as a balanced 
average between accuracy and precision [27].  

The following input parameters were analyzed for the training process:  Batch size, number 
of epochs. The number of training epochs shows how many times the model is to be trained. 
Batch size shows the number of training examples used within one iteration of neural network 
training. It is very difficult to immediately determine what the perfect batch size is for the needs 
of a particular task [28], so this parameter will be selected experimentally.  The statistics of the 
metrics for the conducted training are shown in Table 1. Figures 4-7 illustrate the pattern 
confusions of neural network models. Green is for true positives, red is for true negatives, 
yellow is for false positives, and blue is for false negatives. 

 

Figure 4: Classification of reviews by the V1 
model 

Figure 5: Classification of responses by the V2 
model 

 

 
Figure 6: Classification of responses by the V5 
model 

 
Figure 7: Classification of responses by the V7  
model 

 



Table 1 
RNN training parameters and results 

Parameters V1 V2 V3 V4 V5 V6 V7 

Number of 
learning epochs 

20 20 20 20 10 10 10 

Batch size 128 64 32 16 64 32 16 
Results        

Training time (sec) 257 343 503 921 183 255 442 
Accuracy 0.951 0.951 0.957 0.949 0,96 0.956 0.947 

Recall 0.963 0.968 0.948 0.936 0.959 0.943 0.978 
F1 0.959 0.961 0.956 0.95 0.957 0.956 0.960 

True positive 0.96 0.97 0.95 0.94 0.96 0.94 0.98 
True negative 0.96 0.96 0.97 0.97 0.97 0.98 0.95 
False positive 0.036 0.037 0.028 0.026 0.035 0.02 0.047 
False negative 0.037 0.032 0.05 0.06 0.04 0.06 0.022 

 
As can be seen from Figures 4-7, in general, all models cope with the task, but given the 

purpose of the study, it was decided to use the V5 model, which has the highest Accuracy. 
Although the V7 model also has fairly high Recall and F1values, it is more important to identify 
negative samples more accurately. 

2.4. Study of the efficiency of the proposed method 

To study the efficiency of the method of detecting offensive speech for the Ukrainian 
language using a recurrent neural network, a corresponding software implementation was 
created. Python tools were used for development, and the «wx» library was used for the user 
interface [29]. The Sklearn library was used for training and further use of the neural network 
[30]. An example of content identification is illustrated in Figure 8 and Figure 9. 

 

 
Figure 8: Acceptable-negative feedback 

 
Figure 9: Unacceptable negative feedback 

 



In the illustrated examples, 2 comments from Facebook were taken as test content. Comment 
1: «Original: За півтора року в дворі можна було по бункеру зробити, а не вот це вот все. 
Що ви приведете до ладу? Подвали? Де в місті є нормальні укриття? / English translate: In 
a year and a half, you could have built a bunker in the yard, not this crap. What will you improve? 
Basements? Where are there normal shelters in the city?». This comment was classified by the 
neural network as negative with a score of 0.303. However, despite the negative content, the 
comment does not contain direct abuse or offensive words, so the overall offensiveness score is 
0.244 with a sensitivity threshold of 0.4. Therefore, this comment is acceptable. Comment 2: 
«Original: Ви кончені ???? Ми самі облаштовували собі підвал. А вони гроші пиздять далі! / 
English translate: You're fucking nuts????We were setting up our basement ourselves. And they 
keep fucking with the money!». As for this comment, it already contains a direct abusive content, 
is negative with a score of 0.068 (where 0 is completely negative content) and with a content 
abusiveness score of 0.15, its overall offensive speech score is 0.43, with a threshold value of 
0.4, so this review is unacceptable. 

3. Result and Discussion 

Method for detecting offensive speech for the Ukrainian language was developed using a 
recurrent neural network, which includes a combined approach: an RNN network for 
determining the numerical assessment of the sentiment tone of the content and an approach for 
numerically assessing the concentration of offensive components based on the 
«AbusiveLanguageDataset». The values of metrics for trained versions of the neural networks at 
20 epochs and different batch sizes are shown in Figure 10. The values of metrics for trained 
versions of neural networks at 10 epochs and different batch sizes are shown in Figure 11. 
 

 
Figure 10: The value of metrics for determining the sentiment of RNN content for 20 epochs 

 

 
Figure 11: The value of metrics for determining the sentiment of RNN content for 10 epochs 



 
As can be seen from the diagrams above, the metrics do not decrease below 94%, so the 

neural network shows high performance in all models for classifying the sentiment tone of text 
content. 

As part of the study, we collected 50 comments that are not included in the training and test 
data from Facebook and Instagram, which were evaluated by experts into 2 categories: 
«acceptable» and «unacceptable». According to the expert evaluation, 32 comments were 
labeled as «unacceptable» and 18 as «acceptable». Based on the testing conducted using the 
developed method, 30 comments were unacceptable and 20 were acceptable. The data are 
illustrated in Table 2. 

 
Table 2 
Results of testing the method of detecting offensive speech for the Ukrainian language, pcs. 

 Acceptable Unacceptable 

Acceptable 18 0 
Unacceptable 2 30 

 
However, the controversial comments that were characterized by the previous expert as 

unacceptable, and by the developed method as acceptable, were proposed to be evaluated by 3 
more experts, and in the first case, 2 out of 3 also classified them as acceptable. The text of the 
comment was as follows: «Original: Та я як молодий інженер електрик змушений роботами 
нижчого рівня перебиватися і по крупинкам практику збирати, бо всілякі там рішали 
хочуть на своїх підприємствах бачити спеціалістів за максимум 12к гривень. Думаю, я не 
один такий. / English translate: But as a young electrical engineer, I have to do lower-level jobs 
and collect my practice bit by bit, because all sorts of bastards want specialists for a maximum of 
12 thousand hryvnias at their enterprises. I think I'm not the only one.». The score of this 
comment by the method of detecting offensive speech for the Ukrainian language was 0.386, 
with a threshold value of 0.4.  

The second comment was as follows: «Original: Це ж виходить можна безкарно гасити 
всіх в кого не має родичів. Нема родичів, нема кому звинувачивати. / English translate: That 
means you can put out everyone who has no relatives with impunity. No relatives, no one to 
blame.». The content acceptability score was 0.39, and the post was identified as negative with a 
score of 0.06, where 0 is completely negative content. For this comment, 2 out of three experts 
gave the rating «unacceptable». 

The results with examples of how the method was used are also shown in Figure 12. For 
comparison, the same comments were submitted for the GPT chat evaluation, where he gave the 
scores shown in Figure 13. 

 

 
Figure 12: The result of the applied use of the method 

 



 
Figure 13: Evaluating comments with GPT chat 
 

Comment: «Original: Куропатка яка бігла під автівку, мабуть у неї є запасне життя. / 
Translation: A dumbass that ran in front of a car, apparently it has a spare life» is rated 0.5 by 
GPT chat, while the proposed method is rated 0.35. However, the reason for this assessment by 
GPT chat is the presence of an unfavorable or cruel situation, such as an animal running in front 
of a car. This can cause negative emotions or seem offensive to those who care about animal 
welfare. Therefore, this assessment is not entirely correct. The rest of the comments are not in 
conflict and are determined to be unacceptable by both the proposed method and the GPT chat. 

4. Conclusion 

The paper considers the current state of the field of offensive speech detection, which is one of 
the key areas in working with texts for many languages. According to the analysis, the main 
approaches to solving the problem of detecting offensive speech and identifying offensive 
content were identified, including: sentiment analysis, detection of abusive speech (dictionary 
approach) and the use of machine learning. It was decided to use a combined approach based on 
sentiment tone analysis and abusive speech detection (dictionary approach). Also, taking into 
account the specifics of the application for the Ukrainian language, it was necessary to create an 
appropriate dataset consisting of tweets from the «Ukrainian Twitter Corpus», marked 
responses from the «Abusive Language Dataset» and «hotline» 

The tweets and reviews were filtered, and tweets with less than 3 words were removed. 
After applying restrictions to the tweets and Ukrainian-language reviews from the hotline, their 
number was as follows: the tweet set was 2400 tweets (1200 positive and 1200 negative), the 
data set from the hotline was 2000 positive and 2000 negative, the set of posts and comments 
from the «Facebook» social network was 500 units (250 positive and 250 negative). The 
number of offensive words in the dictionary was 959 offensive words. In total, the sample 
amounted to 6900 Ukrainian-language texts.  

To train the RNN, it was decided to divide the dataset in a 60:40 ratio, where 60% is the 
training sample and 40% is the test sample. Accordingly, the number of training examples was 
4140, and the number of test examples was 2760. 

The trained RNN model, which was subsequently used for sentiment analysis, had an 
accuracy of 0.96, while Recall and F1 had scores of 0.959 and 0.957, respectively. 

Abusive speech detection method for the Ukrainian language using a recurrent neural 
network was tested on the developed software, and the study shows that the method has a high 
efficiency of detecting abusive Ukrainian-language content. According to the research, the 
method has an estimated identification accuracy of more than 90%, however, the assessment of 
abusiveness can be subjective, and the perception of content can vary from person to person. 
However, to improve the result, it is necessary to supplement the dictionary of abusive 
expressions, as the Ukrainian language is rich in surzhik and other foreign language twists, 



which are not currently fully represented in the dictionary. The proposed method also has a 
number of limitations: it works with text content of 3 words or less and no more than 500 
words, and it works only in the Ukrainian language. 

Further research can be directed towards practical applications, which can be a useful tool 
for assessing the level of social acceptability of digital textual content published on social 
networks and for preventing the spread of harmful or offensive information. 
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