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Abstract		
The	article	 analyzes	 existing	methods	and	known	systems	 that	provide	means	of	 communication	 in	
foreign	 languages.	 Technologies	 and	 software	 tools	 that	 implement	 interactive	 communication	 in	
foreign	languages	were	analyzed,	which	made	it	possible	to	identify	the	main	shortcomings	of	existing	
approaches	and	showed	the	relevance	of	the	research.	The	use	of	a	log-linear	combination	of	functions	
with	features	and	direct	posterior	probability	and	a	translation	model	were	described.	The	design	of	the	
software	system	was	carried	out	using	the	object	approach	and	displaying	the	created	diagrams:	options	
for	use,	activities,	sequence.	The	synthesis	of	mathematical	support	was	performed	using	the	algebra	of	
algorithms	 apparatus.	 The	 process	 of	 implementing	 the	 information	 system	 of	 interactive	
communication	 in	 foreign	 languages	was	described.	A	 software	 tool	has	been	 created	 that	works	 in	
prototype	mode	and	implements	the	described	functionality.	
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1. Introduction	
The	development	 of	 information	 technologies	 in	 society	 is	mainly	 scientific	 and	 technical.	 An	
example	of	this	is	electronic	communication	[1,	2].	E-communication	makes	it	possible	to	obtain	
the	necessary	information,	helps	with	online	communication,	and	it	is	also	a	powerful	impetus	in	
the	transition	to	a	new	level	of	communication.	Today,	the	global	network	is	the	most	popular	
among	society	of	various	age	categories	and	social	groups,	especially	among	young	people,	and	
when	 there	 is	 a	need	 to	 communicate	with	 foreign	 language	users,	many	 interlocutors	 face	 a	
language	 barrier.	 Learning	 a	 new	 language	 can	 take	 years,	 and	 the	 need	 to	 communicate	
information	 is	 immediate.	 Using	 the	 services	 of	 professional	 translators	 requires	 significant	
financial	costs	and	very	few	translators	are	fluent	in	more	than	one	or	two	languages,	so	there	is	
a	need	to	find	a	new	translator	which	translates	from	and	to	different	languages	according	to	the	
needs	[3].	
The	 special	 influence	 of	 a	 lack	 of	 an	 international	 common	 language	 is	 felt	 in	 different	

organizations,	 where	 there	 is	 a	 need	 for	 fast	 daily	 translation	 of	 thousands	 of	 letters	 from	
different	languages.	Such	organizations	can	cooperate	with	many	foreign	partners	[4,	5].	Also,	the	
problem	arises	acutely	during	personal	communication	on	the	network,	if	a	regular	user	cannot	
use	professional	 translation	services.	 In	such	cases,	 it	 is	advisable	 to	use	machine	 translation,	
which	allows	you	to	quickly	translate	between	any	two	languages.	Automatic	translation	can	also	
be	used	to	translate	large	amounts	of	information	on	the	Internet	for	multilingual	information.	In	
general,	 modern	 online	 translators	 provide	 the	 possibility	 of	 translation	 in	 more	 than	 100	
languages	(Google	Translate).	
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Even	an	imperfect	translation	can	be	useful,	for	example,	to	translate	Internet	pages,	news	or	
make	an	appointment.	It	can	also	be	used	to	obtain	common	information	when	there	is	no	need	
for	an	exact	translation.	Also,	such	a	translation	can	be	useful	for	speeding	up	the	text	translation.	
You	can	translate	the	text	and,	in	such	cases,	when	the	received	information	is	not	accurate,	use	
machine	translation.	
In	machine	 translation,	 three	main	 approaches	 are	 used	 for	 text	 translation	 [6,	 7].	 Direct	

translation	or	word-for-word	 translation,	where	each	word	 in	one	 language	 is	 translated	 into	
another	word	in	the	target	language	using	a	translation	dictionary	between	the	two	languages,	
followed	by	simple	rules	for	permuting	words	in	a	sentence.	A	literal	translation	approach	that	
takes	 the	resulting	 information	about	 the	structure	of	 the	 input	sentence,	 the	structure	of	 the	
translation	of	the	sentence,	and	then	into	the	generation	of	the	target	language	sentence.	A	third	
approach	involves	parsing	sentence	information	to	form	an	abstract	representation,	known	as	
multilingual,	before	generating	the	original	sentence.	
The	development	of	an	interactive	correspondence	system	in	foreign	languages	is	necessary	

to	solve	the	problem	of	the	 language	barrier.	The	system	should	provide	high-quality	and	fast	
translation	between	many	languages.	Such	a	system	helps	users	communicate	on	the	Internet.	
This	approach	can	be	used	both	for	official	correspondence	and	for	communication	with	friends.	
The	 algorithm	 of	 the	 system	 can	 also	 be	 applied	 in	 other	 fields,	 for	 example,	 for	 translating	
numerous	documents	and	sending	them	between	users,	or	for	speech	recognition	and	automatic	
translation.	As	the	accuracy	of	machine	translation	improves,	the	possible	field	of	application	of	
the	system	increases.	

1.1. Analysis	of	recent	researches	and	publications 

1.1.1. Analysis	of	known	machine	translation	techniques	

The	 conducted	 analysis	 showed	 that	 there	 are	many	methods	 and	 techniques	 of	machine	
translation.	In	order	to	determine	the	optimal	ones,	we	will	conduct	their	research.	In	general,	
the	following	methods	of	machine	translation	can	be	distinguished	[8-10]:	

• translation	based	on	a	dictionary.	This	translation	method	takes	into	account	sections	of	
the	language	dictionary,	where	the	translated	text	is	formed	using	the	corresponding	word	or	
equivalent	 words	 contained	 in	 the	 dictionary.	 This	 approach	 means	 that	 words	 will	 be	
explained	as	a	dictionary	does	-	literally,	mostly	without	a	specific	relationship	between	them.	
Searching	for	a	suitable	word	can	be	done	by	using	analysis	or	lemmatization	(related	to	the	
form	and	structure	of	words).	Dictionary-based	machine	translation	is	effective	for	translating	
long	lists	of	phrases	or	simple	products	and	services.	This	method	can	also	be	used	to	speed	
up	manual	translation	if	the	person	doing	it	has	knowledge	of	both	dialects	and	can	adjust	the	
language	structure	and	usage	accordingly.	This	approach	is	still	useful	for	translating	phrases,	
albeit	 with	 some	 limitations	 at	 the	 sentence	 level.	 Most	 of	 the	 translation	 approaches	
developed	later	use	bilingual	lexicons	with	a	syntactic	approach;	
• translation	 based	 on	 rules.	 This	 machine	 translation	 engine	 takes	 into	 account	
etymological	 data	 about	 dialects	 and	 sentence	 structure,	 covering	 the	 primary	 semantic,	
morphological	 and	 syntactic	 patterns	 of	 each	 dialect	 separately.	 During	 translation,	 the	
system,	based	on	the	rules,	processes	the	sentence	from	the	source	(which	may	be	in	a	certain	
dialect)	in	order	to	create	a	sentence	in	the	objective	dialect.	This	process	involves	taking	into	
account	morphological,	syntactic	and	semantic	aspects	in	both	source	and	target	dialects.	The	
main	 methodology	 of	 such	 translation	 systems	 is	 to	 establish	 a	 connection	 between	 the	
structure	 of	 the	 information	 sentence	 and	 the	 structure	 of	 the	 requested	 sentence,	 which	
preserves	their	new	meaning	[11,	12];	
• machine	 translation	 based	 on	 knowledge.	 This	 type	 of	 system	 is	 centered	 around	 the	
lexical	concept,	which	represents	a	specific	domain.	For	example,	the	KANT	system	serves	as	
an	 example	 of	 a	 knowledge-based	 machine	 translation	 system	 designed	 for	 multilingual	
translation.	It	was	established	in	1989	with	the	aim	of	research	and	development	of	large	and	



practical	technical	documentation	translation	systems.	To	achieve	high	translation	accuracy,	
KANT	uses	controlled	vocabulary	and	grammar	for	each	source	language.	It	also	has	clear	and	
targeted	semantic	models	for	each	technical	sector;	
• corpus	machine	translation.	Since	1989,	corpus-based	machine	translation	methodology	
has	become	one	of	the	most	actively	studied	areas	in	the	field	of	machine	translation	and	uses	
a	variety	of	methods	capable	of	providing	high-accuracy	in	three-way	translation.	If	only	one	
address	is	required,	all	text	will	be	centered	around	it.	If	there	are	two	addresses,	two	centered	
tabs	are	used,	and	so	on	[13-15];	
• statistical	approach.	A	statistical	approach	to	machine	translation	was	first	proposed	by	
Warren	Weaver	in	1949.	This	method	uses	statistical	techniques	to	generate	a	translated	form	
using	bilingual	corpora.	Statistical	machine	translation	is	based	on	actual	translation	models,	
the	parameters	of	which	are	determined	based	on	monolingual	and	bilingual	corpora	analysis.	
Building	translation	statistical	models	is	a	fast	process,	but	the	success	of	such	an	approach	
strongly	depends	on	the	availability	of	large	multilingual	corpora	[16];	
• a	statistical	approach	to	the	word-based	machine	translation	model.	The	basic	unit	of	this	
methodology	is	the	word.	Algorithms	aimed	at	the	arrangement	of	words	should	achieve	the	
most	accurate	translations	of	sentences.	Compound	words,	expressions	and	homonyms	add	
versatility	 to	 basic	word-based	 translation.	 It	 is	 characterized	 by	 a	 statistical	 approach	 to	
phrase	modeling.	The	crucial	unit	of	this	model	is	a	phrase	or	grouping	of	words.	In	phrase-
based	 approach,	 the	 main	 goal	 is	 to	 reduce	 the	 limitations	 of	 word-based	 translation	 by	
translating	whole	sequences	of	words	where	the	length	can	vary.	Such	sequences	of	words	are	
called	phrases,	however,	they	usually	do	not	correspond	to	linguistic	phrases,	but	are	obtained	
using	statistical	methods	from	bilingual	text	corpora	[17];	
• machine	 translation	 based	 on	 an	 example.	 Example-based	 translation	 is	 built	 on	 the	
analysis	or	 identification	of	 situations	 that	strongly	resemble	a	dialectical	pair.	The	 idea	of	
"translation	 by	 analogy"	 was	 first	 expressed	 by	 Makoto	 Nagao	 in	 1981.	 Sentences	 are	
submitted	in	the	source	dialect	from	which	the	translation	takes	place,	and	translations	of	each	
sentence	 in	 the	 objective	 dialect	 are	 compared	using	 a	 cartographic	 representation.	 These	
samples	are	used	 to	decode	 the	 comparative	 sentence	 types	of	 the	 source	dialect	with	 the	
target	dialect.	The	basic	idea	is	that	if	a	previously	translated	sentence	occurs	again,	the	same	
translation	can	be	recognized	as	correct	again	[18];	
• neural	machine	translation.	This	is	an	innovative	method	of	machine	translation,	where	
machines	"learn"	to	translate	through	one	large	neural	network	consisting	of	many	computing	
devices,	studying	the	structure	of	the	brain	[19,	20];	
• hybrid	 machine	 translation.	 It	 represents	 the	 integration	 of	 different	 approaches	 to	
machine	translation	with	different	options,	resulting	in	high-quality	translation	at	high	speed.	
In	general,	the	statistical	approach	becomes	the	most	advanced,	and	the	hybrid	approach	-	the	
most	qualitative	among	the	available	methods	of	machine	translation.	By	combining	the	best	
aspects	of	different	methodologies,	a	significant	improvement	in	results	can	be	achieved.	The	
ideal	 is	 to	get	a	grammatically	correct	 translation,	 rule-based,	 lexical	 selection,	a	 statistical	
approach	 to	 machine	 translation,	 and	 tolerance	 for	 unexpected	 structures.	 Such	 a	 hybrid	
approach	becomes	an	interesting	challenge	and	can	help	solve	the	problems	encountered	in	
existing	 machine	 translation	 methods.	 The	 main	 purpose	 of	 this	 hybrid	 approach	 is	 the	
advantage	of	using	both	linguistic	rules	and	statistical	methods.	Hybrid	Machine	Translation	
reports	on	an	effort	to	combine	the	best	 features	of	high-performance	pure	rule-based	and	
corpus-based	approaches	[21].	

1.1.2. Analysis	of	known	systems	of	integrated	correspondence	

In	today's	world,	there	are	many	messengers,	and	each	of	them	is	distinguished	by	its	unique	
characteristics	and	features.	Well-known	platforms	such	as	WhatsApp,	Telegram,	Viber,	Signal,	
and	 many	 others	 have	 become	 an	 integral	 part	 of	 our	 everyday	 life,	 providing	 us	 with	 a	
convenient	means	of	communication	and	information	exchange	[22].	



Each	messenger	offers	its	own	unique	set	of	features,	which	may	include	text	messages,	voice	
and	 video	 calls,	 sharing	 multimedia	 content,	 statuses,	 and	 other	 features.	 Some	 of	 them	 are	
distinguished	 by	 high	 confidentiality	 and	 encryption	 of	 messages,	 others	 by	 advanced	
possibilities	for	group	or	team	communication.	
The	Viber	system	is	widely	distributed	among	users	of	mobile	and	web	applications.	 It	 is	a	

VoIP	 application	 for	 mobile	 phones	 on	 Android,	 iOS,	 Windows	 Phone,	 BlackBerry	 OS,	 Bada	
platforms	 and	 computers	 running	 such	 operating	 systems	 as	Windows,	 OS	 X	 and	 Linux.	 The	
application	automatically	 integrates	with	 the	address	book	and	authorizes	 the	user	by	phone	
number.	Provides	the	ability	to	make	free	high-quality	calls	between	smartphones	using	Viber,	as	
well	as	send	text	messages,	images,	video	and	audio	messages.	
The	 next	 system	 is	 WhatsApp	 Messenger.	 It	 is	 a	 cross-platform	 text	 messaging	 app	 that	

provides	messaging	without	SMS	carrier	charges.	WhatsApp	Messenger	is	available	for	mobile	
platforms	such	as	iPhone,	BlackBerry,	Android,	Windows	Phone	and	Nokia.	WhatsApp	Messenger	
can	be	used	under	the	same	tariff	plan	that	is	charged	for	using	the	Internet,	that	is,	additional	
fees	for	sending	messages	are	not	charged	and	users	can	always	stay	in	touch.	It	is	also	possible	
to	 create	 group	 chats	 and	 send	 each	 other	 an	unlimited	number	 of	 images,	 videos	 and	 audio	
messages.	
Facebook	Messenger	is	a	mobile	application	that	allows	you	to	communicate	with	your	friends	

on	Facebook.	Notifications	are	sent	to	users'	mobile	devices.	You	can	also	send	chat	messages	to	
users	 who	 are	 logged	 into	 their	 Facebook	 accounts.	 The	 application	 is	 available	 for	 users	 of	
Android	phones,	 iPhones,	 iPads	 and	BlackBerry	devices	 and	works	 on	 such	platforms	 as	 IOS,	
Windows	(Windows	10	and	11)	and	Android.	Facebook	Messenger	is	the	official	Facebook	instant	
messaging	 product.	 Using	 Facebook	 Messenger,	 users	 can	 view	 their	 posts,	 comments	 and	
messages	from	their	Facebook	friends	and	will	be	notified	of	new	messages.	The	advantages	of	
this	 application	 are	 dynamic	 group	 session	 functions,	 integration	 with	 mobile	 devices	 and	
location	mapping	tools.	Users	also	have	the	opportunity	to	exchange	file	content	of	various	kinds.	
The	function	of	transmitting	video	and	voice	messages	in	real	time	is	available.	
ROTR	 is	 the	 world's	 first	 full-fledged	 and	 independent	 VoIP	 service	 for	 simultaneous	

translation	of	voice,	video	calls	and	chats.	Previously	known	as	Droid	Translator,	the	app	has	been	
enhanced	to	become	a	 full	VoIP	service.	Services,	which	are	provided	 include	video	calls	with	
translation,	voice	calls	with	translation,	and	communication	with	translation,	where	automatic	
translation	is	used.	Currently,	this	service	is	available	for	Android	and	Apple	devices.	The	name	
of	the	application	has	been	changed,	and	it	has	acquired	a	shorter	form,	and	now	the	application	
is	called	"DROTR".	Using	DROTR	you	can	communicate	in	your	native	language	with	the	world,	
using	automatic	 translation	of	voice	messages.	For	now	Drotr	 is	 reborn	under	 the	new	Vidby	
brand.	
Google	Hangouts	is	a	text	messaging	and	video	chat	system.	This	application	was	developed	

by	Google	and	 is	popular	among	users	of	Android	systems.	The	system	 is	designed	to	replace	
Google	products	such	as	Google	Talk,	Google+	Messenger	(formerly:	Huddle),	and	Hangouts,	the	
video	chat	system	of	today's	Google+	that	was	used	for	messaging.	Hangouts	provides	the	ability	
to	communicate	between	two	or	more	users.	All	 features	are	available	online	using	 the	Gmail	
Google+	website	or	through	mobile	applications.	The	application	is	available	for	Android	and	IOS	
platforms.	This	application	uses	its	own	protocol,	 instead	of	the	open	standard	XMPP	protocol	
used	in	Google	Talk.	This	has	led	to	the	fact	that	third-party	applications	that	have	access	to	and	
communicate	with	Google	Talk	do	not	have	the	same	ability	when	using	Google+	Hangouts.	
Despite	the	wide	selection	and	variety	of	functions	offered	by	modern	messengers,	many	of	

them	 still	 have	 their	 shortcomings,	 which	 emphasize	 the	 need	 to	 develop	 new	 and	 improve	
existing	communication	systems.	

1.2. The	main	tasks	of	the	research	and	their	significance	

The	 purpose	 of	 the	 research	 is	 to	 develop	 a	 prototype	 of	 a	 mobile	 system	 of	 interactive	
correspondence	in	foreign	languages	to	simplify	the	communication	process	between	foreigners.	
The	main	 goal	 of	 this	 system	 is	 not	 to	 compete	with	 professional	 translators,	 since	machine	



translation	has	not	yet	reached	the	appropriate	level,	but	the	system	settings	and	selected	means	
of	 implementation	 should	 provide	 the	 most	 accurate	 translation.	 A	 convenient	 and	
understandable	 user	 interface	 is	 also	 an	 important	 task	 that	 is	 solved.	 Such	 a	 system	 should	
require	a	minimum	of	effort	from	the	user.	
The	results	of	the	research	solve	the	actual	scientific	and	practical	task	of	providing	a	tool	that	

can	be	used	both	when	communicating	with	a	business	partner	and	when	group	correspondence	
between	friends,	relatives	or	acquaintances.	The	result	of	the	work	is	a	system	prototype	that	can	
replace	 already	 existing	 correspondence	 systems,	 especially	 taking	 into	 account	 its	 extended	
functionality.	Many	organizations	already	use	static	machine	translation	in	their	daily	activities,	
for	 example	 the	 European	 Union	 (EU)	 translates	 all	 documents	 into	 23	 official	 languages.	
Organizations	 such	 as	 the	 EU	 have	 many	 connections,	 and	 therefore	 can	 use	 this	 system	 to	
communicate	 with	 representatives	 from	 different	 countries.	 The	 developed	 system	 will	 be	
relevant	and	can	be	used	both	for	communication	in	a	private	circle	and	in	the	business	sphere.	

2. Major	research	results	
The	first	step	is	to	design	the	system	[23].	It	is	the	process	of	creating	a	detailed	plan	or	model	for	
the	implementation	of	a	system	with	certain	functional	requirements	and	characteristics.	This	
phase	of	system	development	defines	exactly	how	the	system	will	be	built,	 interact	with	users	
and	other	components,	and	how	to	provide	the	required	functionality	and	performance.	
While	fulfilling	the	task,	a	number	of	diagrams	were	created,	which	are	designed	to	facilitate	

the	 process	 of	 the	 created	 software	 product	 perception.	 The	 use	 case	 diagram	 is	 intended	 to	
represent	the	interaction	of	different	actors	with	the	proposed	system,	as	well	as	how	the	actors	
interact	with	each	other	using	this	system	[24,	25].	

	
Figure	1:	Use	case	diagram	



Activity	diagram	is	one	of	the	types	of	diagrams	in	UML	(Unified	Modeling	Language),	which	
is	 used	 to	model	 the	 sequence	 of	 actions,	 processes	 and	behavior	 of	 a	 system	or	 object	 [26].	
Activity	 diagrams	 help	 visualize	 and	 analyze	 work	 processes,	 work	 flows,	 and	 interactions	
between	different	parts	of	a	system.	

	
Figure	2:	Activity	chart	
	
The	developed	diagram	clearly	shows	how	the	system	works	and	what	its	components	are.	In	

this	diagram,	step-by-step	execution	is	performed	with	the	possibility	of	branching	and	returning	
to	previous	stages.	
A	sequence	diagram	is	one	of	the	types	of	diagrams	in	the	UML	(Unified	Modeling	Language)	

modeling	language	[27].	This	diagram	is	used	to	visualize	the	interaction	of	various	objects	or	
components	 in	 the	 system	 depending	 on	 the	 time	 order	 of	 events.	 It	 helps	 to	 determine	 the	
sequence	of	messages	exchanged	between	objects	during	the	execution	of	a	specific	scenario	or	
functionality.	



Sequence	diagrams	help	clarify	the	order	of	operations,	as	well	as	identify	parallel	processes	
and	interactions	between	objects	in	the	system.	

	
Figure	3:	Sequence	diagram	
	
In	this	type	of	diagram,	the	interaction	of	the	selected	system	objects	at	a	certain	point	in	time	

is	demonstrated.	Here	the	system	individual	objects	order	of	actions	is	demonstrated.	The	objects	
in	the	sequence	diagram	form	a	specific	order,	which	is	determined	by	the	degree	of	activity	of	
these	objects	when	interacting	with	each	other.	
The	next	stage	was	the	selection	of	mathematical	support	for	the	given	task	implementation.	

In	general,	the	task	of	machine	translation	is	to	translate	an	input	sentence	f	in	one	language	into	
an	output	sentence	e	in	another	language	that	must	have	the	same	meaning	as	f.	This	is	done	by	
building	a	static	model	that	represents	the	translation	process.	
Brown	P.	presented	a	source-channel	model	where	the	language	of	the	original	sentence	e	is	

considered	as	generated	by	the	source	with	a	probability	P(e)	determined	by	the	language	model,	
and	this	is	passed	through	the	translation	channel	to	generate	sentences	of	the	input	language	f,	
according	to	the	translation	probability	P(f|e).	The	task	of	the	translation	system	is	to	determine	
e	from	the	received	sentence	f.	
A	large	amount	of	data	is	required	to	accurately	train	these	models,	but	they	can	be	trained	

separately.	Estimating	the	translation	probability	P(f|e)	requires	training	using	two	languages	in	
parallel.	There	should	be	a	large	volume	of	text	in	electronic	parallel	corpora	that	can	be	used	for	
this	purpose,	and	is	growing	rapidly,	for	example,	Chinese	news	is	available	in	many	languages	
and	 all	 data	 is	 stored	 on	 electronic	 media.	 The	 language	 model	 P(e)	 is	 trained	 with	 a	 large	
monolingual	corpus	with	the	required	language,	as	this	allows	the	language	to	be	represented	as	



accurately	 as	 possible.	 In	 general,	 the	 more	 data	 for	 training,	 the	 more	 accurate	 the	 speech	
representation	will	be.	

	
Figure	4:	Decoding	process	
	
Today,	the	most	popular	approach	is	to	use	a	log-linear	combination	of	functions	with	features	

and	the	immediate	posterior	probability	P(e|f).	Let's	define	M	functions	with	signs	hm(e,	f),	m	=	1,	
...,	M,	then	the	probability	of	finding	e	from	f	can	be	calculated	using	the	following	formula:	

𝑃!(𝑒|𝑓) =
"#$%∑ '!(!(*,,)"

!#$ .
∑ "#$%∑ '!(!%*`,,."

!#$ .&`
=

"#$/!'((*,,)0

∑ "#$/!'(%*`,,.0&`
,	

where	each	feature	has	a	corresponding	weight	λm.	ᴧ	=	(λ1	.	.	.	λM)	T	is	used	for	the	vector	with	
feature	weights	and	h	for	the	feature	vector.	The	process	of	finding	the	best	translation	(that	is,	
the	 one	 that	 contains	 the	 highest	 probability)	 is	 known	 as	 decoding.	 Let's	 choose	 a	 	 ê	 that	
maximizes	Pᴧ(e|f	),	for	example:	

𝐴 = 𝑎𝑟𝑔𝑚𝑎𝑥	
𝑒 	Λ1ℎ(𝑒, 𝑓).	

The	decoding	process	is	shown	in	Figure	4.	And	it	is	equivalent	to	the	source-channel	model	if	
we	set	M	=	2,	λ1	=	λ2	=	1	and	use	the	following	functions:	

ℎ2(𝑒, 𝑓) = log𝑃(𝑒),	
ℎ3(𝑒, 𝑓) = log𝑃(𝑓|𝑒).	

The	log-linear	model	was	first	used	for	machine	translation	by	Dale	Berger	(1996),	and	then	
improved	and	popularized	by	Franz	Josef	Och	and	Hermann	Ney	(2002).	
Assumption	sentences	are	formed	from	the	input	sentence	using	the	generative	translation	

model,	which	depends	on	the	specific	input	system	used.	Although	we	could	theoretically	make	a	
guess	from	any	sequence	of	words	from	the	source	language	and	let	the	model	decide	to	find	the	
best	translation,	we	will	only	consider	sequences	that	would	be	expected	to	translate	based	on	
what	was	given	in	the	training	data.	Thus,	we	will	learn	the	rules	or	get	tables	of	phrases	with	the	
corresponding	 text.	 For	 a	 given	 input	 sentence	 of	 the	 assumption,	 we	will	 consider	 only	 the	
output	of	the	word	that	occurred	in	the	parallel	text	as	a	translation	of	the	input	word.	
A	big	problem	in	the	decoding	process	is	computational	complexity.	The	search	space	in	the	

translation	process	is	a	set	of	possible	assumptions	and	can	become	very	large	for	a	number	of	
reasons.	It	is	possible	that	words	in	the	source	sentence	do	not	have	a	direct	translation	with	any	
words	in	the	input	sentence,	so	models	must	accommodate	such	situations.	In	the	same	way,	the	
models	 must	 allow	 the	 extraction	 of	 the	 input	 word	 from	 the	 direct	 translation.	Words	 and	
phrases	in	the	input	sentence	can	be	translated	differently;	algorithms	must	be	designed	to	find	
a	 better	 guess.	 Decoding	 usually	 uses	 dynamic	 programming	 algorithms	 and	 efficient	 search	
procedures,	such	as	radial	search	or	A*	search.	



An	important	aspect	is	the	development	of	the	translation	system	functions.	Functions	that	are	
complex	enough	to	accurately	model	the	translation	process	and	provide	useful	information	are	
required,	but	they	also	have	to	be	efficiently	computed	and	the	algorithms	used	for	decoding	can	
be	 worked	 out.	 One	 feature	 common	 to	 all	 translation	 systems	 is	 the	 logging	 of	 the	 source	
language	model	P(e).	Often	more	than	one	feature	language	model	is	used,	with	a	relatively	simple	
language	model	used	in	the	first	pass	of	decoding	and	a	more	accurate,	but	computationally	more	
expensive,	language	model	used	to	re-evaluate	the	assumption	to	refine	the	result.	
It	is	possible	to	define	a	feature	that	depends	on	any	properties	of	the	two	sentences,	and	the	

features	can	be	of	different	complexity.	Signs	from	the	generated	models	P(e|f	),	P(f|e)	can	be	used	
in	any	translation	direction.	Other,	simplified	features	used	include	sentence	length	distributions,	
distortion	patterns,	which	are	treated	as	permuted	word	and	word	order,	features	whose	word	
pairs	are	found	in	common	bilingual	dictionaries,	and	lexical	features	whose	word	pairs	are	found	
in	the	training	data.	The	word	insertion	penalty	is	a	fee	that	is	added	for	each	word	in	a	sentence	
and	is	effective	in	controlling	output	length	and	makes	a	big	difference	in	translation	quality.	Once	
we	have	defined	our	model	Pᴧ(e|f),	we	need	to	estimate	the	parameters	from	the	training	data.	
This	is	usually	done	in	two	steps.	In	the	first	step,	parameters	are	estimated	for	the	features	that	
make	up	the	model	from	a	large	set	of	training	data.	Most	functions	are	evaluated	on	the	basis	of	
a	corpus	of	parallel	texts,	although	the	model	language	and	other	functions	for	which	h(f,	e)	=	h(e)	
are	evaluated	on	the	source	language.	
The	 second	 step	 is	 to	 estimate	 the	 weights	 for	 the	 features	 ᴧ	 of	 the	 log-linear	 model.	

Discriminant	training	is	performed	when	designing	a	set	that	is	less	than	parallel	to	the	corpus,	
and	typically	translates	the	source	text	to	minimize	errors	compared	to	the	reference	translation.	
Models	can	be	used	to	transform	data	of	various	types	from	news	on	the	Internet	to	output	

with	speech	recognition	systems	running	on	television	with	each	type	having	different	properties	
required	for	its	output.	Recognition	learning	can	be	used	to	help	with	domain	adaptation,	such	as	
giving	more	importance	to	the	language	pattern	relevant	to	the	desired	domain	and	changing	the	
penalty	for	insertions.	The	design	of	the	kit	is	compared	to	the	text	of	the	model	that	will	be	used	
for	translation,	and	the	parameters	are	adjusted	to	optimize	the	system	performance	on	this	type	
of	data.	
In	 Automatic	 Speech	 Recognition	 (ASR),	 the	 transcription	 is	 evaluated	 according	 to	 the	

acoustic	data	O	using	the	following	formula	(Dan	Jurafsky	and	James	H.	Martin,	2000):	
ê = 𝑎𝑟𝑔𝑚𝑎𝑥

𝑒 𝑃(𝑂|𝑒)𝑃(𝑒).	
This	can	be	thought	of	as	a	source-channel	model,	with	the	sentence	e	as	the	source,	modeled	

by	 the	 speech	model	P(e),	which	passes	 through	a	noisy	 channel	 to	produce	O:	 the	 task	 is	 to	
determine	e	which	provides	only	the	information	contained	in	O;	we	use	sophisticated	statistical	
models	 whose	 parameters	 are	 estimated	 from	 training	 data	 to	 ensure	 that	 they	 accurately	
reproduce	the	data.	
The	translation	model	P(f|e)	can	be	considered	as	an	analogue	of	the	acoustic	model	P(O|e).	In	

machine	translation,	however,	there	is	an	additional	level	of	complexity	that	is	not	evident	in	ASR.	
While	the	words	in	the	ASR	transcription	are	found	in	the	same	order	in	which	they	were	spoken	
and	in	the	same	order	in	which	their	representations	appear	in	O.	The	word	order	in	the	input	
and	 output	 languages	 does	 not	 necessarily	 have	 to	 be	 the	 same.	 It	 is	 necessary	 to	 find	 an	
arrangement	of	words	and	as	a	result,	to	find	their	translation.	Alignment	is	considered	at	three	
levels:	 the	 document	 (the	 translation	 of	 which	 input	 document	 corresponds	 to	 the	 output	
document);	 sentence	 (determines	 correspondence	 between	 sentences	 in	 the	 document);	 and	
word/phrase	level.	Dan	(2005)	addresses	the	problem	of	determining	alignment	at	the	sentence	
level	with	a	related	paper	provided,	but	we	will	focus	on	determining	alignment	at	the	word	and	
phrase	level	after	the	sentence	pairs	have	been	matched.	
In	the	process	of	research,	it	will	be	used	as	the	productive	model	of	alignment	and	considered	

f	 as	 generated	 from	 e.	 For	 alignment,	 the	 source	 language	 is	 the	 language	 from	 which	 it	 is	
generated,	and	the	target	language	is	the	language	that	is	generated.	Alignment	models	can	be	
used	in	both	directions	of	translation,	that	is,	a	sentence	in	the	input	language	can	be	treated	as	
having	 been	 created	 from	 a	 sentence	 in	 the	 source	 language	 and	 vice	 versa.	 Given	 a	 source	



language	 sentence	 e	 and	 a	 target	 language	 sentence	 f,	 one	 can	 introduce	 a	 hidden	 alignment	
variable	A	that	determines	the	correspondence	between	words	and	phrases	in	the	two	sentences,	
and	calculates	the	translation	probability	as	

𝑃(𝑓|𝑒) = ∑ 𝑃(𝑓, 𝐴|𝑒)4 ,	
where	the	sum	is	determined	from	all	possible	alignment	values	of	A.		
The	number	of	possible	alignments	between	e	and	f	is	2|e||f|	and	increases	geometrically	with	

increasing	 sentence	 length.	This	poses	a	problem	 for	modeling	due	 to	 the	 complexities	of	 the	
models	used.	The	field	of	alignment	modeling	is	concerned	with	the	development	of	techniques	
to	overcome	problems	and	produce	translational	correspondences	between	sentences.	
An	important	part	of	the	translation	system	is	the	modeling	of	the	source	language,	as	soon	as	

it	allows	to	use	the	directly	translated	assumption,	which	is	a	grammatical	sentence.	It	is	assumed	
that	the	sentence	is	created	from	left	to	right	and	that	each	word	depends	on	the	previous	words,	
i.e.	the	probability	of	the	sentence	е	=	e1,e2,…,eI	=	e1I	is	calculated	by	the	formula:	

𝑃(𝑒25) = ∏ 𝑃(𝑒6|𝑒2, 𝑒3, … , 𝑒672)5
682 .	

For	computational	reasons,	it	is	assumed	that	each	word	depends	only	on	n−1	previous	words;	
this	is	known	as	the	N-gram	language	model.	The	probability	of	verdict	is	approximated	by:	

𝑃(𝑒25) ≈ ∏ 𝑃(𝑒6|𝑒679:2, … , 𝑒672)5
682 ,	

and	N-gram	probabilities		𝑃(𝑒6|𝑒679:2672 )	are	estimated	from	a	large	amount	of	monolingual	data	
in	the	source	language.	The	maximum	likelihood	estimate	is:	

𝑃(𝑒6|𝑒679:2) =
;(*()*+$

( )
;(*()*+$

()$ )
,	

where	c	is	the	number	of	sequences	in	the	training	data.	These	maximum	likelihood	estimators	
may	suffer	from	data	sparsity,	i.e.	they	are	inaccurate	when	there	are	few	N-gram	examples	in	the	
training	data.	They	also	assign	zero	probability	 to	N-grams	or	words	 that	do	not	occur	 in	 the	
training	data,	whereas	we	do	not	want	to	exclude	a	possibility	from	the	data.	Various	smoothing	
methods	 are	 used	 to	 adjust	 the	 maximum	 likelihood	 to	 obtain	 a	 more	 accurate	 probability	
distribution.	 We	 can	 use	 probability	 interpolation	 where	 a	 lower	 order	 distribution	 is	
interpolated	with	 a	 higher	 order	 distribution;	 delaying	 is	 the	 use	 of	N-grams	 of	 lower-order	
probabilities	when	higher-order	ones	are	available;	discounting	subtracts	from	non-zero	counter	
values	such	that	the	probability	mass	can	be	distributed	among	N-grams	in	the	order	that	the	
probability	mass	can	be	distributed	among	N-grams	with	zero	counters,	usually	according	to	the	
lower	partition	order.	General	view	of	a	large	number	of	language	models:	

𝑃<=>>?( = :𝑒6;𝑒679:2672 < = =
𝜌:𝑒6;𝑒679:2672 <, 𝑖𝑓	𝑐:𝑒679:26 < > 0

𝛾:𝑒6;𝑒679:2672 <𝑃<=>>?(:𝑒6;𝑒679:3672 <, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,	

for	some	probability	distributions	ρ	are	defined	by	N-grams	that	occur	in	the	training	data,	
where		𝛾:𝑒6;𝑒679:2672 <	output	weight	and	is	normalized	to	ensure	a	valid	probability	distribution.	
All	such	models	require	significant	computation	to	ensure	that	the	probabilities	are	normalized.	
The	largest	language	models	were	built	on	2	trillion	(2	×	1012)	words	of	data	and	contain	200	

billion	different	N-grams	using	«stupid	backoff»,	a	scheme	that	assigns	points	to	each	word	but	
does	not	require	normalization	of	probabilities.	An	assessment	«stupid	backoff»	is:	

𝑆:𝑒6;𝑒679:2672 < = I
;(*()*+$

( )
;(*()*+$

()$ )
, 𝑖𝑓	𝑐:𝑒679:26 < > 0	

𝑎9𝑆:𝑒6;𝑒679:3672 <, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
,	

where	an	is	the	delay	mass,	which	can	depend	on	N-gram	orders.	The	main	advantage	of	this	
scheme	 is	 that	 the	 training	 is	 efficient	 according	 to	 the	 fact	 that	 the	 normalization	 of	 the	
probabilities	 is	 not	 performed.	 Despite	 its	 simplicity,	 it	 is	 competitive	 with	 more	 complex	
methods,	especially	when	the	amount	of	training	data	grows,	and	can	be	trained	on	large	amounts	
of	data	where	other	models	would	be	too	complex.	
Primary	 statistical	 translation	 models	 work	 only	 with	 correspondences	 between	 pairs	 of	

words	in	two	languages,	that	is,	translation	units	of	individual	words.	However,	some	sequences	
of	words	are	often	 translated	as	a	whole,	 so	 it	 is	preferable	 to	consider	sentences	 in	 terms	of	
expressions,	that	is,	sequences	of	words	that	follow	one	another.	Phrase-based	translation	uses	



just	such	an	approach,	allowing	a	group	of	adjacent	words	in	one	language	to	be	translated	as	a	
continuous	sequence	of	words	in	another	language.	It	also	allows	the	context	of	the	word	to	exert	
its	influence,	and	local	variations	in	word	order	between	languages	can	be	studied.	In	addition,	
the	phrases	are	extracted	 from	the	real	 text,	 so	 that	 the	words	can	be	grammatical	 inside	 the	
phrase	and	the	system	can	provide	a	faster	translation.	
The	next	stage	was	the	creation	of	a	functioning	model	using	the	algebra	of	algorithms	[28].	

The	first	step	is	the	synthesis	of	uniterms:	S(s)	is	the	uniterm	of	loading	the	system	and	setting	
the	initial	settings;	R	–		new	user	registration	uniterm;	L	is	the	uniterm	of	entry	into	the	system;	
С	 is	 a	uniterm	of	 a	 request	 to	 the	 server	 to	 receive	a	 list	of	 rooms;	L(c)	 is	 the	uniterm	of	 the	
entrance	to	the	selected	room;	K	is	the	uniterm	for	the	start	of	the	communication	session;	M	is	
the	uniterm	for	receiving	a	message	in	the	original	language	of	the	interlocutor;	D(l)	is	a	uniterm	
for	determining	the	language	and	direction	of	automated	translation;	I(m)	is	the	uniterm	of	input	
of	 information	 about	 the	 direction	 of	 translation	 and	 data	 for	 translation	 to	 the	 input	 of	 the	
created	model;	E(k)	is	the	uniterm	of	the	end	of	the	communication	session;	u1	–	condition	for	
checking	the	presence	of	a	user	account;	u2	–	checking	the	availability	of	the	received	translation.	
As	a	result	of	the	use	of	the	apparatus	of	the	algebra	of	algorithms,	the	following	sequences	and	
eliminations	were	synthesized:	
S1	–	system	operation	sequence	in	the	case	of	a	user	account	and	receiving	a	translation:	

	
S2	–	sequence	of	system	operation	in	the	case	of	a	user	account	and	not	receiving	a	translation:	

	
S3	–	sequence	of	system	operation	in	case	of	no	user	account	and	receiving	a	translation:	

	
S4	–	sequence	of	system	operation	in	case	of	no	user	account	and	no	translation	received:	

	
The	next	stage	is	the	synthesis	of	eliminations:	
L1	and	L2	–	elimination	of	checking	for	the	presence	of	a	user	account:	

	
L3	and	L4	–	elimination	of	the	check	for	receiving	a	translation	of	a	message:	

	
After	substituting	the	corresponding	sequences	in	the	elimination	operation	and	carrying	out	

transformations,	the	following	formula	of	the	algebra	of	algorithms	is	obtained:	



	
To	 develop	 an	 application	 for	 the	 Android	 mobile	 platform,	 use	 the	 Android	 Studio	

development	environment,	since	Eclipse	is	no	longer	supported	by	developers,	this	platform	is	
the	only	available	option	[29,30].	Android	Studio	is	free	software	and	is	available	for	download	
at	 developer.android.com.	 This	 product	 includes	 a	 wide	 selection	 of	 high-end	 tools	 for	 code	
editing,	 debugging,	 rapid	 assembly	 and	 deployment	 of	 mobile	 applications.	 You	 can	 further	
expand	the	toolkit	by	additionally	installing	plugins.	
As	for	the	development	of	an	application	for	the	iOS	mobile	platform,	it	is	advisable	to	use	the	

XCode	IDE,	which	is	officially	supplied	by	Apple.	Built	for	software	development	for	MacOS,	iOS,	
WatchOS	 and	 tvOS.	 XCode	 supports	 programming	 languages	 such	 as	 C,	 C++,	 Objective-C,	
Objective-C++,	Java,	AppleScript,	Python,	Ruby,	ResEdit	(Rez),	and	Swift,	including	but	not	limited	
to	Cocoa,	Carbon.	Thanks	to	the	Mach-O	format,	you	can	compile	universal	binaries	that	can	be	
executed	on	PowerPC	and	 Intel-based	platforms	 [31].	According	 to	 the	 selected	methods	 and	
means	 of	 solving	 the	 problem,	 it	 is	 necessary	 to	 create	 a	 complete	 system	 of	 interactive	
correspondence	in	foreign	languages.	
The	developed	system	is	characterized	by	an	intuitive	interface	and	described	functionality.	

When	 logging	 into	 the	system	from	the	mobile	application,	 the	user	 is	prompted	 to	select	 the	
functionality	that	needs	to	be	obtained.	
	

	

	

Figure	5:	User	registration	and	login		
 
After	logging	in,	a	list	of	available	rooms	is	displayed,	allowing	you	to	choose	and	start	chatting.	

Also	in	Figure	6	you	can	see	the	use	of	such	available	functions	as	creating	a	new	room	or	quick	
search.	



	

	

	

Figure	6:	List	of	rooms  
	
By	 opening	 the	 user	 profile,	 you	 can	 view	 or	 change	 the	 name,	 e-mail,	 password	 and	

translation	language.	
Before	starting	a	conversation	or	viewing	messages,	you	must	select	the	desired	room.	After	

opening	 the	 room,	 all	 sent	messages	 are	 displayed	 and	 you	 can	 start	 communicating	 in	 your	
native	 language,	 all	 messages	 will	 be	 automatically	 translated	 into	 the	 user's	 language.	 An	
example	of	communication	between	several	users	is	shown	in	Figure	7.	

	

	 	

Figure	7:	User	communication	in	different	languages	
 
From	the	above	example,	you	can	see	that	the	system	is	simple	and	intuitive	to	use,	there	is	no	

need	for	additional	skills	in	using	the	system,	anyone	can	easily	master	it.	The	system	interface	is	
well-thought-out	and	easy	to	use,	while	using	the	system,	the	necessary	hints	 for	the	user	are	
displayed.	 Quick	 registration	 and	 login	 will	 not	 take	 much	 time,	 which	 allows	 you	 to	 start	
communicating	with	your	 foreign	 friends	very	quickly.	And	automatic	 language	detection	and	
translation	of	messages	do	not	require	any	additional	effort	during	communication.		

Conclusion	

As	a	 result	 of	 the	 conducted	 research,	 the	 existing	methods	 and	known	 systems	 that	provide	
means	of	correspondence	in	foreign	languages	were	analyzed.	Technologies	and	software	tools	
for	correspondence	in	foreign	languages	were	analyzed	as	well,	which	made	it	possible	to	identify	
the	peculiarities	of	existing	approaches.	As	the	analysis	showed,	today	there	are	many	software	
systems,	but	all	of	them	are	characterized	by	certain	shortcomings,	from	the	commercial	prospect	
of	 the	application	to	 limited	 functionality,	which	makes	 the	 task	of	developing	an	 information	
system	 for	 correspondence	 in	 foreign	 languages	urgent.	The	next	 stage	was	 the	design	of	 the	



software	system	using	the	object	approach	and	displaying	created	diagrams	in	accordance	with	
the	UML	standard.	The	study	presents	diagrams	of	use	cases,	activities,	sequences,	and	classes.	
An	intelligent	system	of	interactive	communication	in	foreign	languages	has	been	developed	in	
the	 form	 of	 a	 client-server	 application	 for	 mobile	 devices.	 During	 development,	 all	 system	
requirements	were	met.	The	application	is	a	chat	with	extended	functionality,	a	convenient	user	
interface	and	the	ability	to	automatically	translate	text	messages	into	the	user's	chosen	language	
in	 real	 time.	 Such	 a	 system	 makes	 it	 possible	 to	 communicate	 with	 foreigners	 without	 the	
language	knowledge	and	without	any	additional	effort.	

Further	research	will	be	directed	to	testing	and	improving	the	system,	eliminating	conflicts	
and	expanding	functionality	in	accordance	with	the	specified	requirements.	
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