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Abstract	
A	predictive	model	is	a	good	technique	for	prognosticating	the	life	cycle	of	medical	care	services	(LC-
MCS)	related	to	its	growth,	stability,	and	decline	to	support	information	processes	and	decision-making	
based	on	intelligent	forecasts.	Medical	care	services	require	organization,	scheduling,	and	programming	
attention	to	prevent	the	capacity	of	medical	personnel.	Otherwise,	it	could	be	chaotic.	This	research	aims	
to	 evaluate	 three	 predictive	 models	 to	 find	 the	 best	 one	 to	 fit	 information	 about	 the	 LC-MCS	 and	
understand	 medical	 care	 services'	 behavior	 in	 healthcare	 entities.	 The	 proposed	 model	 applied	 to	
Ricardo	Palma	Clinic	(RPC)	in	Lima	Perú	analyzes	the	LC-MCS	information	based	on	4950	clinical	health	
records.	 Three	 predictive	 models	 were	 trained	 and	 compared	 to	 evaluate	 the	 accuracy	 of	
backpropagation	neural	networks,	decision	trees,	and	multiple	linear	regression	models.	After	training,	
the	coarse	tree	model	gives	a	root	mean	squared	error	(RMSE)	of	30.237	and	an	accuracy	of	85%.	The	
neural	 network	 model	 with	 ten	 hidden	 layers	 using	 the	 Sigmoid	 transfer	 function	 gives	 the	 best	
validation	performance	of	608083	at	epoch	9;	however,	the	Stepwise	Linear	regression	model	gives	the	
best	performance	between	 the	 three	 trained	models	with	a	RMSE	of	11.553	and	87.3%	accuracy	 in	
predicts	LC-MCS	in	Ricardo	Palma	Clinic.	In	conclusion,	it	is	possible	to	predict	the	LC-MCS	in	Peruvian	
Healthcare	entities	and	use	tools	such	as	stepwise	linear	regression	to	give	real-time	information	about	
medical	care	services.	
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1. Introduction	
Due to the state's limited capacity to deliver high-quality healthcare to its population, the segmented 
structure and organization of the Peruvian health system show us the inequity of healthcare services 
in Perú, which has a population of about 33.72 million people, according to the INEI report [1]. Public 
and private health entities support the Peruvian healthcare system and generate different funding 
sources, variate insurance schemes, and multiple health service attention channels. The Ministry of 
Health (MINSA) oversees the beneficiary population based on the state's general taxes that supports 
the integral health insurance program (SIS) that covers insurance for poor and vulnerable people 
(63.5%). Ministry of Defense finances health insurance for personnel of army forces (0.5%) and police 
force (1.5%); EsSalud provides health care, pension, and welfare coverage for (29.3%) of the population; 
payroll workers finance that and is dependent on the labor Ministry[2]. 

Many private healthcare entities provide insurance and cover a small fraction of the population 
(9.6%), with some overlap with EsSalud; however, Peru does not currently have a system that integrates 
and links health information between its public and private entities, but many applications exist that 
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provide segmented information in public and private health systems; for this reason, interoperability 
among these systems is minimum or inexistent because of their standards and protocols [2]. Recently 
electronic medical reports (EMRs) are getting more interest in private entities because of the easy way 
to manage the information and improve hospital care health services [3], [4]. 

Prediction models are innovative machine learning techniques that support processing and 
analytical data, especially in health care services based on EMRs or electronic health records (EHRs); 
the continued growing amount of data is hard to manage and analyze without the support of artificial 
intelligence and machine learning models [5]–[7]. The application of predictive models with machine 
learning algorithms in medical services is increasing worldwide because of its great importance as a 
support to improve healthcare attention; in some cases, predictive models can predict diseases in a 
short time diagnostic and with reduced costs [8]–[13]. Recently, many prediction models applied to the 
health sector were developed with machine learning models to identify chronic diseases in their earlier 
stages bringing support to doctors in determining sick conditions accurately and therefore minimizing 
the patient risk factor that leads to death. In health care some prediction models have been used with 
good results, to mention just a few cases: early detection of late-onset neonatal sepsis with machine 
learning approach, mild cognitive impairment using random forest model, infection disease spread 
based on migration and effective distance using linear regression model, and decision tree model to 
predict the outcome of non-intensive hospitalized for COVID-19 [14]–[20]. 

Therefore, healthcare information management with machine learning models is essential to 
doctors because of supporting effective diagnosis to determine in patients their bad o favorable disease 
condition evolution[21]–[23]. It is important to value demographic data, medical analysis reports, and 
patient's clinical history because they are essential to feeding machine learning models and training 
with appropriate algorithms could bring solutions in early-stage disease diagnosis and improve 
inpatient attention based on predictive information of the LC-MCS and provide sufficient medical 
personnel in healthcare entities. 

Research in prognosis diseases with predictive models is extensive, and there are many applications 
related that supports medical staff to give more precise diagnostics; although, into medical care service 
life cycle predictions there is not enough applications, however they are essential for evaluating the 
medical care services in public and private entities; therefore, in this work, we propose a study of three 
predictive models to determine the life-cycle of medical care services in Peruvian private health 
entities, taking the case of Ricardo Palma Private Clinic that has 14 health service branches in different 
districts of Lima-Perú. The main objective of this research is to predict the growth, stability and decline 
of medical care services to evaluate their processes and provide them with a predictive tool that allows 
managers to take decisions that can optimize their medical care services and provide a fast response 
to the population. Thus, in this research we propose and evaluate the response of three predictive 
models: decision tree model, neural network, and linear regression models; after their training a 
comparison between the three model will be made to determine the models with the best 
performance.  

The organization of this article is as follow: Section II presents the related works addressed to health 
diseases prediction. Section III describes the methodology. Section IV presents the results of the three 
models in details and data analysis proposes. Section V presents the discussion of the proposed three 
models, and Section VI presents the conclusions. 

1.1. Related	works	
During the COVID-19 pandemic disease, people were afraid to move out their houses and traveling 

was restricted around all the world; in this scenario, many researchers tried to find different predictive 
models to control and stop the pandemic propagation into the population. An interesting contribution 
proposed by T.Zhou [16] show us the application of linear regression model to analyze the relationship 
between the effective distance between a city labeled as a focus of contagion and its neighboring cities, 
the epidemic transmission trajectory, and the arrival time of the COVID-19 in Wuhan, the model has a 



good fit with the level of cumulative of confirmed cases; therefore, it can be helpful as a reference of 
early infection diseases prevention in future pandemic events.  

A machine learning approach with a decision tree model was used to analyze the clinical data of 
hospitalized COVID-19 patients to determine an efficient predictive model based on clinical, 
demographic, and blood chemistry parameters of the patients to predict three possible outcomes: 
discharged alive, transferred to ICU or death, whichever occurs first. The decision tree model obtained 
75.93% of accuracy and a sensitivity of 99.61% demonstrating that this model can support medical 
staff in take prevision with inpatients according to its health evolution [17]. 

Electronic Health Record (EHR) have rapidly advanced last years for predictive analytics into clinical 
settings for disease evolution stratification. Most studies were conducted in inpatient academic 
settings. Some cases include alert fatigue, lack of exercise, and increased work burden on the care 
team. Of 32 studies that reported effects on clinical outcomes, 22 (69%) demonstrated improvement 
after model implementation. Overall, EHR-based predictive models offer promising results for 
improving clinical outcomes, although several gaps in the literature remain, and most study designs 
were observational. Future studies can be applied to medical care services predictions to enhance 
clinical management [5].  

2. Methodology	
This	study	is	focused	as	a	quantitative	research	and	descriptive	achievement	regarding	the	three	
predictive	models	trained	to	determine	the	life	cycle	of	medical	care	services	in	Ricardo	Palma	
Clinic,	with	the	aim	to	improve	the	actual	information	of	inpatients	medical	services;	therefore,	
the	method	was	divided	into	three	stages:	data	source,	data	processing,	and	data	evaluation.	

2.1. Data	Source	
The	sources	of	data	are	supported	by	inpatients	clinical	health	record	(CHR)	provided	by	the	

manager	of	the	RPC	clinic	with	the	aim	to	analyze	the	actual	information,	the	clinical	records	was	
selected	regarding	about	12578	CHR	of	inpatients	treated	on	2017	period	in	the	RPC	taking	into	
account	the	main	clinic	and	the	14	health	service	branches	distributed	in	most	populated	districts	
of	 Lima-Perú.	 The	 sample	 size	 was	 calculated	 with	 equation	 (1)	 based	 on	 limit	 theorem	 of	
conventional	 statistic	method	 and	 performed	with	 the	 parameters	 described	 in	 Table	 1.	 The	
sample	size	(n)	calculated	is	372,	but	this	theoretical	value	has	been	adjusted	in	the	range	of	299	
to	 375	 samples	 between	 the	 14	 health	 establishments	 belonging	 to	 the	 14	 districts	 most	
populated;	 therefore,	 the	 total	 number	 of	 samples	 add	 up	 to	 4590	 clinical	 health	 record	 of	
inpatients.	
	

	 𝑛 = !.#!.$.%
&!(!())+#!.$.%

     (1) 

 

Table 1 
Sample of Clinical Health Records     

Description Variable Value 

Population size N 12 578 
Significancy level α 0.05 
Confidence level 1-α 0.95 
Z -Score Z(1-α) 1.96 
Favorables cases p 0.5 
Desfavorables cases q=1-p 0.5 
Precision error e 0.05 



Minimun Sample size n 372 
Sample size    4590 

 
 The total number of CHR of inpatients used in this study goes to 4590, they are distributed among 
22 medical care services treated at the RPC. In figure 1, is shown all medical services presented in 
descending order listed from the most required health services to the even the least required for the 
population; also, we can denote that Allergies health service are the most required by population in 
Lima-Perú, maybe because of the high intensity of UV radiation and for the air pollution that people is 
exposed every day; then, follows mastology, oncologic surgery, neurosurgery, cardiology, nephrology, 
gynecology psychiatrist, dermatology, neurology, chest surgery, clinical lab, gastroenterology, 
endocrinology, and pediatrics report over 200 inpatients. The last seven health services: urology, 
ultrasound, ophthalmology, geriatric, radiology, traumatology, and infectology are also required, but 
just in less quantity.  
 

 
Figure 1: List	of	medical	care	services	in	RPC 
 
In	Table	2,	is	shown	the	total	sample	within	the	4950	inpatients	CHR	and	distributed	in	five	

different	age	groups	to	get	 the	most	related	and	precise	 information	of	 life	cycle	medical	care	
service.		
 
Table 2 
Outpatients by age group 

District Children Teenage Young Adult Elderly Subtotal 

Chorrillos 85 77 63 78 72 375 
Lince 60 79 62 70 80 351 
San Borja 71 73 66 66 73 349 
Surquillo 67 73 68 69 67 344 
La Molina 59 59 71 81 67 337 
Lima 72 58 62 63 73 328 

Pueblo Libre 54 65 76 59 70 324 



Comas 69 72 50 62 70 323 
Breña 69 60 67 66 58 320 
Surco 59 68 54 65 72 318 
San Luis 54 67 60 68 65 314 
Jesús María 67 59 57 64 58 305 
San Isidro 73 52 62 52 64 303 
Miraflores 69 61 56 51 62 299 
Total 928 923 874 914 951 4590 

 
Regarding	the	Table	2,	the	total	number	of	CHR	by	age	group	is	as	follow:	928	inpatients	belong	

to	children	age	group,	923	to	teenage,	874	to	young,	914	to	adult,	and	951	to	elder	inpatients;	
also,	the	mean	value	of		the	number	of	CHR	by	district	is	354,	however	the	sample	size	of	every	
district	oscillates	between	299	and	375	CHR;	finally	the	4950	CHR	samples	are	distributed	in	14	
districts,	and	every	district	in	five	age	group,	and	every	age	group	in	22	medical	care	service.	
The	 importance	 of	 analyze	 the	 data	 separately	 by	 every	 district	 can	 give	 us	 particular	

information	of	 the	outpatients,	 for	 example	 in	Chorrillos	district,	 Lince,	 and	San	Borja	have	 a	
greater	number	of	elderly	CHR;	in	contrast	to	Jesus	María,	San	Isidro,	and	Miraflores	that	have	
minor	number	of	elderly	CHR,	this	difference	is	an	important	point	to	find	relationship	between	
medical	health	services	and	any	district.	Other	criteria	to	evaluate	data	by	district	is	to	determine	
the	evolution	of	increase	or	decrease	inpatients	in	all	medical	care	services	and	evaluate	which	
services	are	growing	or	declining	in	the	course	of	time.		

2.2. Data	Processing	
To	process	the	data	collected	of	the	14	districts	of	Lima,	three	predictive	models	were	applied	

and	trained	for	processing	the	4590	CHR:	a	Backpropagation	neural	network	(ANN),	a	decision	
tree,	and	a	multivariate	regression	model	were	trained	and	tested	to	predict	the	life	cycle	of	the	
22	medical	 care	services	 in	RPC.	The	 interface	was	 implemented	 in	Power	BI,	an	open	access	
platform	that	facilitates	the	graphical	presentation	of	the	historical	behavior	of	inpatients	in	RPC.	
The	block	diagram	in	Fig.	2	shows	us	the	three	basic	steps	to	follow	in	getting	the	predictive	

model	of	life	cycle	medical	care	service:	at	the	first	block	we	collect	a	dataset	of	4950	CHR	that	
belongs	to	22	medical	care	services,	then	we	train	the	three	predictive	models	to	obtain	the	best	
accuracy,	and	finally	results	are	presented	in	graphics	and	evaluated	with	different	metrics.	

 
Figure 2: Predictive	models	applied	to	healthcare	services 

2.2.1. Backpropagation	Neural	Network	



Neural	 networks	 process	 information	 and	 is	 inspired	 in	 the	 human	 nervous	 system;	 thus,	
artificial	 neuron	 networks	 are	 mathematical	 functions	 derived	 from	 biological	 neurons.	 The		
block	 diagram	 of	 the	 artificial	 neural	 network	 model	 is	 shown	 in	 Figure	 3,	 where	 Xi	 =	
X1,X2,X3…Xn,	 and	 	 represents	 the	 input	 data;	 Wi	 =	 W1,W2,W3…Wn,	 represents	 the	 weight	
assigned	to	a	every	input	data;	to	offset	the	results	usually	is	used	a	Bias	which	is	added	to	the	
product	of	features	and	weights;	then,	the	summing	junction	biased	activate	the	desired	function	
and	gives	out	the	output	response.		

 
 Figure	3: Artificial	neural	network	representation 

The back propagation algorithm applied to a neuronal network is described below: 
1. Input	Xi,	arrive	to	the	preconnected	layer.	
2. The	input	is	modeled	with	a	defined	weight	according	to	the	requirements.	
3. Calculate	the	output	of	each	neuron	from	the	input	layer	to	the	hidden	layer	and	to	the	
output	layer.	
4. Calculate	the	error	in	the	outputs,	where	backpropagation	error	=	Actual	error	–	desired	
output.	
5. From	the	output	layer,	go	back	to	the	hidden	layer	to	adjust	the	weights	to	reduce	the	
error.	
6. Repeat	the	process	until	the	desired	output	is	achieved.	

 
	 The	metric	used	to	measure	the	performance	on	backpropagation	nets	is	usually	the	mean	

square	error	(MSE)	defines	with	the	equation	(2):	
  𝐸 =	 )

,
. ∑ [∑ (𝑌-. − 𝑂-.)/0

.12 ],
-12     (2) 

Where	Yij	represent	the	correct	outputs	for	a	pattern	I;	Oij	represent	the	network	estimates	
for	pattern	i;	m	is	the	number	of	output	nodes;	and	n	is	the	number	of	training	patterns.	These	
criteria	 is	 similar	 to	 least	 square	 error	 used	 in	 classical	 regression	 analysis.	 Therefore,	
backpropagation	 learning	 can	 be	 a	 generalization	 of	 classical	 regression,	 a	 sort	 of	 super	
regression.	

2.3. Decision	tree	
	This	 algorithm	works	 as	 a	 flow	 chart	 structure,	where	 the	 root	 node	 is	 the	 top	 node	 in	 a	

decision	tree;	the	internal	nodes	represent	any	attribute,	the	branch	represent	a	decision	rule	and	
each	leaf	node	represent	the	outcome.	Our	model	will	use	this	algorithm	to	predict	the	medical	
care	service	in	RPC	processing	the	4950	CHR	classifying	22	medical	care	services	for	the	14	RCP	
clinic	branches	in	Lima	Perú.	



 
Figure	4: Tree	decision	model	representation 

2.4. Multivariate	Regression	
	Is	this	model	the	dependent	variable	(Y)	represent	the	predicted	value	as	a	response	of	the	

multivariate	equation	that	is	composed	of	the	summatory	of	(Xn)	independent	variables	with	its	
respective	constant	coefficient	(𝛽,)	that	gives	the	proportional	weight	as	a	partial	contribution	
of	 the	 total	 value	 prediction	 in	 the	 multivariate	 regression	 model;	 the	 aleatory	 error	 is		
represented	 by	 the	 (µ)	 variable	 and	 is	 essential	 to	 calculate	 the	 accuracy	 of	 the	 model.	 The	
equation	(3)	shows	us	the	relationship	between	Y	and	Xn	variables;	also	βn	and	µ	error		

𝑌 = 𝛽) + 𝛽/𝑋/ + 𝛽3𝑋3……𝛽,𝑋, + 	µ    (3) 

Equation (2) can be expressed in matrixial mode as follow:  

Y = β.X +µ 
	An	 important	 metric	 to	 evaluate	 if	 any	 correlation	 exits	 in	 the	 relationship	 of	 Y	 and	 Xn	

variables	 is	 the	F-Test	 that	measure	the	mean	square	due	to	regression	(MSR)	over	 the	mean	
square	error	(MSE);	therefore,	The	F	ratio	represents	a	distribution	with	one	numerator	degree	
of	freedom	and	n-2	denominator	degrees	of	freedom.	For	this	reason,	it	is	often	referred	to	as	the	
analysis	of	variance	F-test,	taking	as	input	data	the	sum	of	square	residual	(SSR)	and	the	sum	of	
square	error	(SSE).	In	Table	3	is	shown	the	standard	analysis	of	F-Test	variance.	

Table 3 
F-Significancy test  

Source Sum of squares Freedom degree Mean Square F-Test 

Regression SSR p MSR = SSR/p F=MSR/MSE 
Error SSE n-p-1 MSE = SSE/(n-p-1) F=MSR/MSE 
Total SST n-1     

 

	 The	three	model	mentioned	before	will	be	under	a	trained	process	and	the	comparative	results	
could	 let	 us	 choice	 the	 best	model	 to	 predict	 the	medical	 health	 care	 service	 of	 the	 22	most	
required	health	care	services	for	population	in	Lima-Perú	along	by	its	14	RCP	clinic	branches;	
therefore,	the	goal	of	this	is	research	is	to	demonstrate	the	following	hypothesis:	“Implementing	
a	predictive	model	could	improve	the	information	about	the	life	cycle	of	medical	care	services	



prognosis	 in	Peruvian	health	 entities”.	 	 To	probe	 and	validate	 the	 formulated	hypothesis,	 the	
following	steps	must	be	performed:	
 

1) Make	 an	 initial	 diagnostic	 of	 the	 current	 situation	 to	 find	 actual	 indicators	 of	 the	
medical	care	services	life	cycle	in	RPPC	without	predictive	models’	application.	

2) Apply	 three	 predictive	models	 to	 compare	 each	 other	 between	neuronal	 network,	
decision	tree,	and	multivariate	regression.	

3) Determine	 the	 best	 predictive	 model	 that	 give	 us	 reliability	 in	 the	 results	 about	
medical	care	services	life	cycle	in	RPPC.	

3. Results	
The clinical health records sample belong to the dataset of 4590 patients attended in Ricardo Palma 
Clinic including its 14 clinic branches covering the principal districts of Lima. The medical health service 
records are performed in three quarters per year. The first quarter (Q1) registers 776 men and 707 
women, totaling 1483 inpatients; the second quarter (Q2) registers 766 men and 750 women, totaling 
1516 inpatients; and the third quarter (Q3) registers 820 men and 771 women, totaling 1591 inpatients; 
thus, 22 medical health services were required, where 2362 medical services were registered for men 
and 2228 for women. Clinical health records including 22 medical services have been tabulated by 
quarters and sorted in ascending order according to the most required services as we can see in Figure 
5. 

 

 
Figure	5: Quarterly	inpatients	on	specialty	medical	services 

 
Another	point	to	analyze	in	Fig.	5	is	the	slight	increase	in	the	number	of	medical	attentions	as	

follows:	 first	 quarter	 1483,	 second	 quarter	 1516,	 and	 in	 third	 quarter	 1591	 respectively.	
However,	is	important	to	remark	that	the	most	requested	medical	services	belong	to	allergies,	
mastology,	 oncology	 surgery,	 neurosurgery,	 and	 cardiology;	 therefore,	 in	 the	 opposite	 side	
infectology,	traumatology,	and	radiology	are	the	least	requested	medical	services	in	RPC.		
Now,	the	result	of	the	predictive	model	is	presented	with	comparative	evaluations	of	different	

models	that	give	us	the	chance	to	choose	the	first	one	with	the	best	performance	in	decision	tree,	
neural	networks,	and	linear	regression.	

3.1. Predictive	Model	with	Decision	Tree	



The	first	predictive	model	evaluated	in	our	work	with	decision	tree	was	performed	with	fine	
tree,	medium	tree,	and	coarse	 tree	predictive	models.	The	comparative	results	about	decision	
tree	models	are	shown	in	Table	4,	where	the	comparative	results	of	three	predictive	decision	tree	
models	 are	 presented	 with	 four	metrics	 to	 compare:	 root	 mean	 square	 error	 (RMSE),	 mean	
square	error	(MSE),	mean	absolute	error	(MAE),	and	the	determination	coefficient	R2.	The	first	
model	evaluated	was	Fine-Tree	predictive	model,	and	its	metrics	give	us	a	root	mean	an	RMSE	of	
36.158,	an	MSE	of	1307.4,	an	MAE	of	29.84	and	a	determination	coefficient	R2	of	0.57;	it	means	
that	this	statistical	model	predicts	the	outcome		with	57%	of	precision,	therefore	it	is	considered	
as	low	performance	approximation	model;	in	second	place,	the	Medium-Tree	predictive	model	
has	an	RMSE	of	32.523,	an	MSE	of	1057.7,	an	MAE	of	27.32,	and	a	determination	coefficient	R2	0f	
0.62,	which	indicates	a	low	performance	in	predicting	an	outcome	with	62%	precision,	so	on	is	
not	 recommendable	 for	our	purpose;	 finally,	 	 the	Coarse-Tree	predictive	model	with	RMSE	of	
30.237,	a	MSE	of	914.3,	a		MAE	of	25.84	and	a	determination	coefficient	R2	of	0.85,	represents	the	
highest	 performance	 between	 the	 three	 models,	 and	 its	 precision	 of	 85%	 in	 prediction	 an	
outcome	 give	 us	 greater	 confidence	 in	 predict	 an	 outcome;	 therefore	we	 choose	 Coarse-Tree	
predictive	model	as	the	best	one	with	high	probability	to	predict	information	about	the	life	cycle	
of	medical	care	services	in	private	Peruvian	health	entities,	specifically	the	Ricardo	Palma	Clinic	
of	Lima.	Table	4	resume	the	comparative	results.	
	

Table 4 
Comparative results in decision tree models  

Model RMSE  MSE MAE R2 

Fine-Tree 36.158 1307.4 29.84 0.57 
Medium- Tree 32.523 1057.7 27.32 0.62 
Coarse-Tree 30.237 914.3 25.84 0.85 

3.2. Predictive	Model	with	Neural	Network	
The	implemented	neuronal	network	predictive	model	is	composed	of	10	hidden	layers	and	a	

sigmoidal	function	activation.	Since	4950data	were	input	in	the	neuronal	network	model	to	find	
the	 validation	 performance,	 70%	 of	 the	 records	 were	 used	 in	 training	 the	 model,	 15%	 for	
validation,	and	15%	for	test	the	neuronal	network	performance.	In	Fig.	6	we	can	see	how	the	best	
validation	 performance	 reaches	 6080.8298	 at	 epoch	 6,	 where	 the	 training,	 validation	 and	
dispersion	error	had	the	lowest	value	that	compared	with	the	best	tendency.		

 

 
Figure	6: Neural	network	predictive	model	validation 

 



Also	is	important	to	calculate	the	gradient,	because	this	parameter	measures	the	change	in	all	
weights	 respect	 to	 the	 changes	 in	 error,	 the	 gradient	 in	 a	 neuronal	 network	 represents	 the	
generalization	 of	 the	 derivative	 as	 a	 local	 slope	 of	 the	multivariate	 functions	 and	 allow	us	 to	
predict	the	effect	of	taking	a	small	step	from	a	point	in	any	direction.	In	Fig.	7	the	gradient	and	
validation	 of	 the	 predictive	 model	 is	 shown,	 the	 gradient	 value	 obtained	 in	 epoch	 12	 is	
17275.3308,	with	 this	 value	 the	 neuronal	 network	model	 is	 trustworthy	 to	 predict	 life	 cycle	
medical	care	services;	therefore,	the	results	give	with	a	great	confidence.	
 

 
Figure	7: Measuring the gradient and validation in predictive model. 

1.1 Predictive	Model	with	Linear	Regression	

 The linear regression predictive model belongs to supervised machine learning, its purpose is 
predicting the outcome based on the independent variable data points. The proposed linear regression 
model calculates the output with a minus slope of 0.0018 and a deviation of 48; the trained model is 
plotted and shown in Figure 8.  
 

 
Figure 8: Linear	Regression	Training	Model 
 
  



Trained model plotted in Figure 8, can also be expressed with the following relationship 
 
 

𝑂𝑢𝑡𝑝𝑢𝑡 = 	−0.0018 ∗ 𝑇𝑎𝑟𝑔𝑒𝑡 + 48        (4) 
 
  
The	 predictive	 model	 is	 processed	 with	 4950	 clinical	 health	 records	 of	 RPC	 inpatients	

belonging	to	22	medical	services	and	14	districts	of	Lima,	the	training	and	validation	takes	a	long	
time	to	process	and	calculate	the	predictor	indicator	of	the	life	cycle	medical	service.	Many	proofs	
were	made	before	obtaining	the	prediction	metrics	of	the	four	linear	regression	models	proposed	
to	evaluate	 its	accuracy	and	precision.	Robust	 linear	 regression	 is	 less	 sensitive	 to	outliers	 to	
standard	 linear	 regression,	 while	 interaction	 linear	 assess	 the	 relationship	 between	 each	
independent	variable	and	the	dependent	variable,	the	stepwise	linear	regression	is	a	model	that	
iteratively	examines	the	statistical	significance	of	each	independent	variable.			
    
Table 5 
Comparative results between linear regression models 

Model RMSE MSE MAE R2 

Standard Linear  11.559 133.6 10.017 0.72 
Interaction Linear 11.746 137.97 9.92 0.714 
Robust Linear 11.564 133.73 9.74 0.736 
Stepwise Linear 11.553 133.47 9.43 0.873 

 
 
The	 comparative	metrics	 of	 linear	 regression	models	 shown	 in	Table	5	 give	us	 the	 tool	 to	

analyze	the	accuracy	of	the	four	evaluated	models	with	metrics	based	on	root	mean	square	error	
(RMSE),	 main	 square	 error	 (MSE),	 main	 absolute	 error	 (MAE),	 and	 the	 coefficient	 of	
determination	 (R2)	 that	 will	 measure	 the	 performance	 of	 each	 linear	 regression	 model	
concerning	to	life	cycle	medical	care	services.	The	predictive	model	with	the	best	performance	is	
Stepwise	linear	regression,	because	its	RMSE	with	11.553	is	the	lowest	between	the	four	models	
and	 a	 coefficient	 of	 determination	 of	 0.873	 equivalent	 to	 87.3%	 of	 precision	 in	 predicts	 the	
lifecycle	of	medical	services;	 then	continue	 in	descendent	order,	robust	 linear	regression	with	
73.6%,	 standard	 linear	 regression	 with	 72%,	 and	 interaction	 linear	 regression	 with	 71.4%.	
Finally,	 the	 total	 records	 are	 plotted	 and	 contrasted	 with	 the	 linear	 regression	 model	 with	
confidence	level	of	5%	and	significance	level	of	95%		
 



 
Figure	9: Predicted	linear	regression	model.	
	
Finally,	the	prediction	model	is	represented	in	Figure	9,	where	the	predicted	linear	regression	

model	shows	us	the	predict	average	response	over	the	true	data	processed.	

4. Conclusions	
In	this	paper	we	have	trained	three	predictive	models:	decision	tree,	neuronal	network,	and	

linear	regression	using	4950	clinical	health	records	with	the	purpose	of	predict	the	LC-MCS	and	
concluding	that	these	predictive	models	improve	the	information	of	the	LC-MCS	in	private	entities	
of	Peruvian	health	sector.	
The	analysis	of	MCS	in	Ricardo	Palma	clinic	with	a	decision	coarse-tree	model	give	us	the	best	

performance	with	85%	of	accuracy	and	30.237	of	RMSE;	 the	neuronal	network	give	us	a	best	
validation	of	6068.8298	at	epoch	6;	however,	the	stepwise	linear	regression	model	give	us	the	
best	global	performance	between	the	three	models	with	a	RMSE	of	11.553	and	87.3%	of	accuracy	
in	data	prediction	of	LC-MCS.	
As	a	future	application	with	the	stepwise	linear	regression	model,	we	recommend	analyze	the	

100%	 of	 clinical	 health	 records	 of	 RCP	 to	 obtain	 essential	 information	 to	 improve	 the	
management	of	medical	 care	 services	 and	give	 this	 tool	 for	well	 decision-making	 in	Peruvian	
health	private	entities.	
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