Sentiment Analysis of Twitter: Turkey Earthquake 2023 Case
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Abstract

The most devastating earthquake in the past 20 years was February 6, 2023. The earthquake occurred in southern Turkey near the northern Syrian border. Thousands of people died and many more were left homeless, due to the magnitude of the event, it quickly spread all over the world. The earthquake and its damage were discussed and analyzed from all sides.

In this paper, a separate analysis was proposed for tweets posted within 14 days after the earthquake. In this analysis to classify tweets, one type of label did not depend as in previous works that have been done on text classification, but three different types of labels (Manual label, NLTK_VADER label, and Cluster label) are created to classify text tweets by using machine learning algorithms. Then by using the Jaccard similarity coefficient and the cosine similarity measure the two AI labels (NLTK_VADER and Cluster) are compared which result is closer to manual labeling, according to the number of categories (positive, negative, and natural) and accuracy of sentiment in each label.

In the result, we have reached that the accuracy of the VADER labeling is more effective than Cluster labeling because its accuracy is much closer to the Manual labeling.
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1. Introduction

Sentiment analysis is a technique used to determine the emotional tone or sentiment expressed in a text. It involves analyzing the words and phrases used in the text to identify the underlying sentiment, whether it is positive, negative, or neutral, and has a wide range of applications, such as social media monitoring, customer feedback analysis, and market research [1].

The various research works in sentiment analysis (Özgür Ağralı et al. 2023) presented an article “Twitter Data Analysis: Izmir Earthquake Case”, NLP is used for sentiment analysis and topic modeling[2].
In this overview “Comparison of Different Heuristics Integrated with Neural Networks: A Case Study for Earthquake Damage Estimation”, Various Machine Learning (ML) algorithms were compared on a public dataset of earthquakes [3].

In the article “Accuracy of a Pre-trained Sentiment Analysis (SA) Classification Model on Tweets Related to Emergency Response and Early Recovery Assessment: The Case of the 2019 Albanian Earthquake” supervised tweets that are classified as either positive, negative, or neutral for comparison with the unsupervised classification [4].

This study “Lexicon-Based Sentiment Comparison of iPhone and Android Tweets During the Iran-Iraq Earthquake” quantified the observed sentiment difference between the Android and iPhone tweets using unsupervised classification utilizing a lexicon-based approach [5].

This paper “Tweets Under the Rubble: Detection of Messages Calling for Help in Earthquake Disaster” classifies the tweets calling for help or not and visualizes them in an interactive map screen [6]. This study explores the use of CNNs for sentiment analysis on data from Weibo to investigate this method's effectiveness in the context of NLP tasks and evaluate any possible ramifications [7].

On 6 February 2023, a Mw 7.8 earthquake struck southern and central Turkey, and northern and western Syria. The epicenter was Gaziantep, the largest seismic event in Turkey since 1939 [8]. The devastating earthquake caused heavy damage and many residents were killed and injured under the collapsed buildings.

Social media plays an important role during events, and it is used as a trusted source in many areas, especially Twitter, which is currently the most accurate source among various social networks. Twitter is one of the most vibrant and widespread resources within social media [9], mostly used by academics. Google Scholar lists 27,000 research articles that include the word Twitter in their title [10].

In this research, we used a dataset of 28,000 tweets that express people's feelings during the Turkey earthquake in 2023, available on Kaggle. To analyze the tweet, three different types of labels were created (Manual label, VADER label, and Cluster label), and they were classified by using machine learning algorithms such as (Logistic Regression, Support Vector Machine (SVM), K-Nearest Neighbor (KNN), and Decision Tree). This study aims to analyze tweets posted during and after the earthquake to indicate which had positive and negative sentiments among citizens and to determine the accuracy of labeling types by indicating which is much closer to manual labeling accuracy.

2. Methodology

The best social media dataset for text classification is Twitter [11]. Our dataset consists of 28,000 tweets from Twitter API about the Turkey Earthquake between "2023-02-07 / 2023-02-21". This collected dataset is available from the Kaggle website [12]. It contains 16 columns such as (‘id’, ‘username’, ‘user location’, ‘user description’, ‘date’, ‘text’, ‘hashtags’, ‘source’, ‘retweets’, and so on), and 28,000 rows.

In this study, we used 10% of the dataset, which is 2,800 tweets, and worked on text fields within 3 sections which are Text Pre-processing, Text Labeling, and Text Classifications.
2.1. Text Preprocessing

The text of tweets, which are vague data because they are normal people's speech and full of strange words, emojis, hashtags, etc. These texts need to be cleaned up and the meaningless words removed by several processes [13]. Here these steps were performed:

Cleaning (Remove Special Characters and Numbers, Convert to Lowercase). Tokenization splits and breaks down the sentences into individual words. Stop Word Removal removes common words like 'the', 'and', 'or' etc. that may not have important meanings and are not considered keywords. Lemmatization returns the words to the original root or the source of the word like "running," and "runs," to the common stem "run".

At the last step in preprocessing, by using the function (get-word) extracts words from text using a regular expression pattern and fills non-values in a specific column ('remove shorts') with an empty string. The text column is cleaned of all unnecessary phrases, emoji, and words, for example, this tweet (Prayers for Türkiye and Syria 🙏 Hope the rescue...) after preprocessing converted to (prayers trkiye syria hope rescue teams from va...).
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**Figure 1:** Showed The common words used in their tweets by users were examined like (earthquake, Turkey, Syria, people, and help).

2.2. Text Labeling

Text labeling is the process of identifying raw texts and adding one or more meaningful labels to provide context so that a machine learning model can learn from it [14]. Labeling is typically done according to several guidelines defined for text labeling. There are several different types of labeling, and the most common types are done manually by human annotators or through automated methods. In this work, 3 types of labeling were created for the text field such as (Manual labeling, VADER labeling, and cluster labeling), for each labeling types have 3 different categories (positive, negative, and natural).
2.2.1. Manual labeling

It is assigned by human annotators or experts based on their domain knowledge or specific guidelines and is typically used in supervised learning settings, where the goal is to train a model to predict or classify unseen data based on labeled examples. Manual annotation can provide more accurate and meaningful categorizations compared to other labels, especially when the true underlying structure of the data is known or can be reliably determined [15] but it requires a lot of time and human expertise. Here read and analyzed the tweets carefully according to our experience and with the help of the positive and negative phrases used in the texts we have decided which are positive, negative, and natural.

2.2.2. VADER labeling

(Valence Aware Dictionary and Sentiment Reasoner) is one of the greatest options for sentiment analysis in Python, a pre-built library in NLTK that is based on lexicon and rule. This package was created specifically for sentiment analysis on social media [16]. Text sentiment is calculated by VADER, which also provides the probability that a given input sentence is positive, negative, or neutral. The measurement that the library provides is called a compound score, or polarity score. It is the sum of all normalized lexical evaluations between -1 (negative) and +1 (positive). In this study, tweets were categorized according to polarity scores as positive emotion (polarity score > 0), negative emotion (polarity score < 0), and natural emotions (polarity score = 0).

2.2.3. Cluster labeling

It is assigned through unsupervised learning techniques typically clustering algorithms such as K-means, hierarchical clustering, or DBSCAN. These labels are derived solely from the data's intrinsic structure without any external guidance or supervision. Each data point is assigned to a cluster based on its similarity or proximity to other data points within the same cluster. Cluster labels are useful for discovering patterns or groupings in the data when the true categories or classes are unknown or not provided [17].

Here (convert texts to numerical format by (TF-IDF, Term Frequency-Inverse Document Frequency), K-Means clustering to group similar documents and used (The elbow Method and Silhouette Score) to determine the optimal number of clusters (K), Applied Principal Component Analysis (PCA) to reduce the dimensionality of the TF-IDF data to 2D components for visualization, Evaluated the quality of clusters using the Silhouette Score and Davies-Bouldin Index) performed, those steps showed in figure 2.
Figure 2: part(A) Uses k-means to determine the number of clusters based on the Elbow method and displays the optimal number of clusters was 4 corresponding to the number of text types in the dataset, part(B) re-implementation of K-means clustering based on the optimal number of clusters given.

2.3. Text Classification

Classifications are often using three categories to classify sentiment: negative, neutral, and positive. It is still possible that these categories do not reflect the real world [18]. Therefore, several algorithms have been developed to make predictions more accurate in obtaining results such as ML or deep learning etc.

2.3.1. Approaches

Machine learning techniques were implemented to classify text tweets with all three labels such as (logistic regression, support vector machine (SVM), K nearest neighbor (KNN), and decision tree) and used accuracy measures to determine which model instances were correctly classified across all classes.

\[
\text{Accuracy} = \frac{\text{Correct predictions}}{\text{All predictions}} = \frac{TP + TN}{TP + TN + FP + FN}
\]

Where TP = True Positives, TN = True Negatives, FP = False Positives, and FN = False Negatives

2.3.2. Data splitting

Data splitting involves using some of the data for model modification and setting aside the remainder as an assessment set or Training samples [19]. The dataset will be split into an “80:20 ratio” (80% training and 20% testing), using (the stratified random sampling) method. Table_1 shows the splitting dataset.

<table>
<thead>
<tr>
<th>Table 1.</th>
<th>The total data was 2800, after preprocessing the total data will be 2756 divided over 2 parts, one is a train set of 2204, and the other one is a testing set of 552.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Train set</strong></td>
<td><strong>Total</strong></td>
</tr>
<tr>
<td><strong>Total data in the train set:</strong></td>
<td>2204</td>
</tr>
<tr>
<td><strong>Total text data in the train set:</strong></td>
<td>2204</td>
</tr>
<tr>
<td><strong>Total column in train set:</strong></td>
<td>2</td>
</tr>
</tbody>
</table>
3. Comparative

In this section, labeling (VADER and cluster) is compared with manual labeling, according to the number of emotions (positive, negative, and natural) in each label, and then the accuracy of the classification models is compared.

3.1. Sentiment number comparison

After creating all three labels, the categories are counted according to function (value counts), the results are shown in Table 2 and the Sentiment plot in Figure 3.

Table 2.

<table>
<thead>
<tr>
<th>Category</th>
<th>VADER</th>
<th>Manual</th>
<th>Cluster</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>1219</td>
<td>1462</td>
<td>2647</td>
</tr>
<tr>
<td>Negative</td>
<td>888</td>
<td>667</td>
<td>67</td>
</tr>
<tr>
<td>Natural</td>
<td>649</td>
<td>626</td>
<td>42</td>
</tr>
</tbody>
</table>

Figure 3: Compare Sentiment Labeling Plots

In Table 2. And Figure 3. The distribution of sentiment labels varies across the datasets, indicating potential differences in the labeling criteria. In total data (2756) Cluster labeling has the highest count of positive sentiment (2647), and it has the lowest count of negative sentiment and natural sentiment, the proportion of positive sentiment is generally higher than negative sentiment in all datasets.
3.2. Model Accuracy Comparison

Machine learning classification algorithms such as Logistic Regression, Support Vector Machine (SVM), K-nearest neighbor (KNN), and Decision Tree) trained with each label to compare the accuracy results of (VADER and Cluster) labels which one has closer accuracy with the manual label, this comparison is shown in Table_3.

Table 2:
Accuracy comparing models and labels.

<table>
<thead>
<tr>
<th>Model</th>
<th>Cluster labeling</th>
<th>Manual labeling</th>
<th>VADER labeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support Vector Machine</td>
<td>97.95</td>
<td>67.02</td>
<td>70.47</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>96.93</td>
<td>58.51</td>
<td>67.93</td>
</tr>
<tr>
<td>K-Nearest Neighbor</td>
<td>98.97</td>
<td>62.68</td>
<td>58.87</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>97.95</td>
<td>67.93</td>
<td>71.92</td>
</tr>
</tbody>
</table>

As in Table 3, for the Cluster labels, the accuracy achieved by various models such as K-Nearest Neighbor, Logistic Regression, Support Vector Machine, and Decision Tree, ranges from around 96.93% to 98.97%. For manual labels, the accuracy was achieved from around 58.51% to 67.93%. VADER Sentiment labels, the accuracy achieved ranges from around 58.87% to 71.92%.

The models trained on Cluster labels generally exhibit higher accuracies compared to those trained on Manual labels and VADER Sentiment labels. This suggests that the clustering algorithms might have captured underlying patterns in the data more effectively.

Manual labels are typically assigned by human annotators based on domain knowledge or specific guidelines, making them more interpretable and possibly more reliable in certain contexts. VADER Sentiment labels are derived from sentiment analysis techniques and may capture sentiment-related information in the text but might not necessarily align with manual annotations.

4. Results

These measures quantify the similarity between two sets of labels based on their intersection and union [20]. A higher similarity score indicates a closer resemblance between the labels. According to the (Jaccard and Cosine) similarity, and Accuracy measures, the results obtained are as follows:
4.1. Jaccard Similarity
values range from 0 to 1, with 1 indicating complete similarity and 0 indicating no similarity. In this case, all Jaccard Similarity scores are 1.0, This suggests that the category names in every three labels are the same.

4.2. Cosine Similarity
values range from -1 to 1, with 1 indicating perfect similarity, 0 indicating no similarity, and -1 indicating complete dissimilarity (orthogonal). In this case, the cosine similarity between (VADER labeling and Manual labeling) was (0.979), and between (Cluster labeling and Manual labeling) was (0.868), suggesting that the first pair distributions have a stronger similarity than the second pair distributions.

4.3. Accuracy measures
the difference in accuracy between each labeling method and manual labeling was computed across all models. A smaller difference in accuracy indicates that the labeling approach is closer to the manual label [21].

In the cluster labeling approach, the average difference in accuracy compared to manual labeling is approximately 33.92%, while for the VADER labeling approach, the average difference in accuracy compared to manual labeling is approximately 3.26%. Since the average difference in accuracy for the VADER labeling approach is smaller compared to cluster labeling, it indicates that the VADER labeling approach is much closer to the manual label than the cluster labeling approach, those results are shown in Figure 4.

Figure 4: The average difference in accuracy compared to the manual labeling.

According to the results obtained in all three criteria, the automatic label NLTK_VADER has a closer analysis rate to the manual analysis than the cluster analysis rate. Therefore, in case you
need to make a quick assessment and analyze several topics, you can use NLTK_VADER to
label texts like manual labels without using complex algorithms.

5. Conclusion

Many techniques and studies have been tried and tested in text classification, but what makes
our paper different from past works, this paper presents a sentiment analysis conducted on
Twitter data related to the Turkey Earthquake 2023. Twitter is a popular platform, where users
can also express their opinions on a variety of themes related to their everyday lives by writing
tweets.
This study analyzed 2,800 tweets posted during and after the earthquake indicating which had
positive and negative sentiments among citizens, then used a machine learning classification
approach to determine which labeling types of accuracy were much closer to the manual
labeling.

Finally, VADER labeling was found to be more effective and suitable for determining the
emotional tone or sentiment expressed in social media texts, especially tweets. Because manual
labeling requires a lot of time and human expertise, and the accuracy of VADER labeling is
much closer to manual labeling accuracy.

6. Future work

Although the results obtained in this study were not highly accurate, they could be useful and
improved by using more appropriate criteria and methods in the future.
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