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Abstract
We present a case study of AI deployment in a UK primary care (family doctor) setting. This demonstrates
some of the challenges of real-world deployment of AI-human systems for decision-making. We use
the seven domains of the NASSS (nonadoption, abandonment, scale-up, spread, and sustainability)
framework to structure the presentation of our evaluation. We highlight three key lessons that should
inform not only future deployments and evaluations, but future design work itself. The lessons are to
attend to wider impacts, incorporate quality improvement and quality assurance techniques and employ
participatory design, iterative development and formative evaluation.
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1. Introduction

Medical and scientific communities collectively display a lot of optimism around the potential
of AI in the healthcare space [1]. In 2016, AI healthcare research attracted more funding
than any other AI application area [2]. AI has the potential to positively support healthcare
professionals’ work, for example, through medical imaging [3]. A specific task application
for AI in healthcare is that of decision support, where impressive AI performance is cited as
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evidence that technological developments will improve the quality and speed of decisions and
enhance the ability of professionals to make consequential decisions on care [4].

However, optimism within the research community is tempered by many questions. There
are significant uncertainties around how AI systems work with human processes [5] in turn
leading to questions about the efficacy of AI deployed in real contexts [6, 7, 8], as well as
the generalisability of headline performance claims [9]. Further concerns arise around the
safety of AI system deployments especially in relation to those exposed to the consequences
of algorithm-influenced decisions [10, 11] and the ethical issues that arise when decisions are
made with AI support [12] as well as the longer-term impacts of patterns of reliance that might
develop [13]. Numerous frameworks have arisen in attempts to guide the ever-changing realm
of AI design [14], but the rapidity of innovation in AI and its capabilities leaves not only the
public but deploying organisations themselves as well as regulators struggling to keep up with
the pace of change [15].

We present a number of lessons on the deployment of AI within situated healthcare contexts,
with considerations on how better to approach the design and evaluation of such systems in
future in order to ensure maximisation of safety and effectiveness. The lessons arise from a case
study conducted as part of an NHS-funded project evaluating AI technologies to be deployed in
the healthcare setting.

2. Case study: presented via the NASSS framework

The case study presented in this paper looked at a decision support system that utilises AI to
support the initial request triage process in UK primary care. In the UK, the local organisational
unit is known as a medical practice (or simply a practice). The steps from initiation of a request
to a definitive encounter with one or more healthcare professionals is known as a pathway.

The evaluation team brought to the project a combination of expertise - AI research, Quality
Improvement, Health Technology Assessment and User Experience research. Our approach
retrospectively reflects the nonadoption, abandonment, scale-up, spread, and sustainability
(NASSS) framework [16]. NASSS resonates with our experience in observing healthcare organi-
sations grappling with the real-world challenges of deploying technology. It emphasises the
sociotechnical character of system and process change in healthcare and aims to address the
prevalent tendency to place focus on technical innovation and de-contextualised performance.
It does this by foregrounding how technology has interdependencies with human processes
that affect what can become effective, sustainable improvements.

The case study is a contribution to the literature on seeking to improve human-machine
synergy as there are few examples of real-world implementation in healthcare.

The following sections are organised under the seven domains used in the NASSS framework.
The scope for applying the NASSS framework in full was limited by the terms of the evaluation.
We had limited influence on the evaluation outputs, for example, since these were framed by the
NHS body commissioning our involvement. However, we review all elements of the framework
here - and their interaction - although we adapt the order in which the elements are usually
addressed.



2.1. The Technology

The system developer created a clinically-informed primary care expert system to produce
pathway recommendations. These recommendations are based upon a self-selected and self-
completed online questionnaire chosen from around 100 distinct templates designed by the
developer to cover the range of anticipated complaints (i.e., clinical conditions). Each question-
naire is completed by the patient themselves (or their relative, guardian or carer) as a request to
the primary care practice for an appointment or advice.

The expert system consisted of a large body of clinically-informed rules triggered by key
informational features appearing in the completed questionnaires. A proprietary NLP library
was used to process all free text content - the objective being to identify text that would indicate a
need to ‘up-triage’ (ie, raise the acuity of a triage suggestion). Free text was compared to an index
of clinically concerning phrases using an experimentally determined fuzzy matching threshold.
Detection in this module would escalate a response that would otherwise be determined by the
rules engine acting on highly structured questionnaire responses.

An issue with expert systems can be that they require large amounts of expert labour to
create. And because they are rule-based, they have a tendency to become brittle as they grow,
so can be labour-intensive to maintain, too.

In the first iteration of the expert system, the pathway recommendation provided was limited
to naming the Team to be assigned. That is, whether the case should be handled by a member
of the physician team, someone from a different clinical team, an allied health professional, an
individual from the community team or one of the administrative staff.

The developer learnt several lessons from this first iteration. There was a practical barrier to
efficient usage in that practices needed a workflow that allowed them to review and interact
with requests both before and after the triage decision. The dynamic nature of primary care
workloads also meant that they needed to be able to monitor and respond flexibly to hour-
by-hour changes in demand (as well as capacity, which was not always predictable) over the
course of the working week. From the small set of engaged practices in their early user-studies,
the developer learned both that they needed to provide a dedicated workflow (centred on a
new feature they called a smart inbox) and that there was potential to do more than had been
anticipated.

From these early user studies along with the maturation of the rules engine and questionnaire
templates, the developer realised that suggestions could include not just the Team, but also an
indication of the mode of interaction to be used Mode - for example, there could be a face-to-face
appointment, a video consultation, a phone call or a text-based response - as well as an indication
of how urgently the case should be addressed (Urgency). As a result, work was undertaken
to add functionality. A later iteration of the system - and the one we evaluated - therefore
augmented the Team suggestion with Mode and Urgency suggestions (see Fig 1 for an outline of
the deployed system). However, development timelines and deployment commitments meant
that the new features saw limited prototyping and user-testing, an outcome foreshadowed
by warnings from Greenhalgh et al [16, p11]. Iteration requires repeated rounds of work on
development, participation and evaluation to avoid preventable problems with implementation.



Figure 1: Triage suggestions system

2.2. The Adopter System (staff, patient, caregivers)

An important characteristic of the deployed system is that there are a multitude of people
interacting with the workflow that might be considered users. The requestor (usually a patient)
initiates a request to feed into the system by choosing which template to complete, using
online guidance. The completed request is presented to primary care staff (a second user) in an
on-screen workflow in which the three fields - Team, Mode, Urgency - can be selected for each
case. When the AI suggestion feature is activated, AI recommendations for these three fields
can be reviewed and then can be approved with a single click. Alternative selections can be
made for each individual field if the user doesn’t want to accept the recommendation. Following
this triage process, there is an administrative step (which may be carried out by a different user)
in which the triage decision is enacted as a booking that leads to the actual response event or
encounter. Such booking steps often involve contacting the requestor by phone or text-based
means to negotiate the details of a mutually suitable encounter (a possible third user). Following
negotiation, there is always an appointing step within a calendar or diary system of some sort (a
possible fourth user). The action or encounter thus made as a future commitment is ultimately
fulfilled by a (potential fifth) user from whichever team has been assigned. At this point, the
first user (the requestor, or patient) re-enters the orbit of the system as someone affected by the
(AI-assisted) decision.

This wider view of who would be best engaged in a user study arises from looking at
situated use. And even then, the variation in user configurations sometimes only becomes
clear as new deployment sites are encountered. Foregrounding the sociotechnical character of
implementation means anticipating that each deployment is like a new iteration, potentially
requiring a further round of participation, development and evaluation.

Indeed, we found that the different staff involved in the workflow and their involvement with
the system varied considerably by deployment site. Their response to deployment was also
very varied. At some sites, engagement was very high. In others, it was extremely low. Our
evaluation visits struggled to find relevant observable activity in some practices because the
new workflow features were not part of established business-as-usual. At the same time, there
were considerable complications related to patient participation. In some practices, a proportion
of the patient body was reported to be reluctant to use the online request process and needed
strong encouragement. In others, there was a lot of willingness on the part of the patients to
submit online requests. However, the limited capacity of the practice to manage the resulting
influx led to an approach to demand-management that involved throttling the access (closing
down the online portal after a relatively short period or when a given number of requests had



been submitted). There was an assumption from the developer that workflow changes they had
identified as improvements or enablers were unproblematic for each site to adopt. However, the
diversity of sites meant that adoption entailed too much friction for too many practices. And
design proposals to allow customisation to individual sites were necessarily delayed in favour
of core functionality development.

2.3. The Organisation

An assumption of the NASSS framework is that adoption is considered in a single organisation
and this is considered as a factor in its own right. The deployment we observed was, in fact,
undertaken across several organisations at once. In an extension of the NASSS framework, we
consider both the individual organisations and the variability between them as factors.

We identified a variability in practices’ capacity to embrace change. This was certainly
impacted by the challenging timelines imposed as a result of development delays. However, it
also appeared to result from the assumptions from the developer concerning how workflows
were managed. The practices most engaged with the early development of the system had
high volumes of requests each day. To meet the demands of triaging large numbers quickly,
they set up a dedicated and centralised team of medics carrying out triage. These triage teams
worked on a rotation, so they were, at different times, both creators and consumers of triage
decisions. In other practices, the use of online requests constituted only a very small fraction of
the caseload and fewer resources were involved in handling the electronic triage process.

An even bigger factor for implementation was that some practices used non-medical staff
with clinical training to execute the triage decision. And some made use of non-clinical (ad-
ministrative) staff with clinical oversight and support. The effect of these significant variations
was that the organisation of the workflow was different for each variant, and this was not fully
anticipated in the development of the user-experience design. Important work was done to
ensure a rapid workflow for clinical users who focused on this one triage decision task, which
paid off for those practices whose processes aligned with the software. Other practices, with
different workflows, had different needs from the technology. A greater understanding of the
variety of workflows, and consideration for these differences in the design, may have led to
greater adoption and uptake. We were less successful in finding out details of the adoption
decision within each practice (that is, who made the decision to adopt). As in a lot of healthcare
organisations, time is precious and disruption by researchers has to be kept to a minimum. We
also ran into a seasonal period where ’organisational slack’ was at a premium. Deployment that
had been slated for the Spring of 2023 took place in the late Autumn and pushed evaluation
into the busy Winter months.

Another component referred to by Greenhalgh et al is that of technological change embrit-
tling existing routines [16, p13]. This may happen as a result of reducing opportunities for
collaborative dialogue when automation shifts both the pace and context of a workflow. Our
evaluation did not detect such reductions, but suggested that longer-term monitoring would be
appropriate to ensure they weren’t an unintended outcome.

One of the things we did identify was that deployment produced some notable changes not
directly related to the algorithm or its intended effect. The enabling changes (to terminology
as well as workflows) that were required to pave the way for the algorithmic contribution -



allowing the AI suggestions to have a feasible role within the human task, produced measurable
changes in the triage process. An example was the shift from time-based urgency labels (eg,
24-hour, 3-day or 2-week appointment urgencies) to description-based urgency labels (urgent,
soon, routine). These were implemented with a specific mapping between the eight old and the
three new labels so that one would have expected an approximate match in the proportions of
cases directed to equivalent-urgency slots. However, without any algorithmic influence, the
proportions shifted significantly in response to the terminology change. This was a strong
reminder that changing a workflow can alter outcomes - even if there’s no algorithm deployment.
Another consequence of the enabling changes required for the AI system was that downstream
work to make appointments was altered. We weren’t able to study the consequences of this
in the scope of the evaluation. However, corrections for such alterations fit into the category
of the hidden work of implementation (coherence work) mentioned by Greenhalgh et al [16,
p13]. This change to downstream work has no impact on the operation of the AI from a metrics
standpoint, but has clear impacts on the deployment space which may have a negative impact
on overall efficacy of the system.

2.4. The Condition

As with most primary and many secondary care systems having a workflow functionality, all
cases are potential candidates for processing irrespective of the clinical condition involved.
This means many diverse conditions will be subject to the system with better or worse results.
Where the workflow is manually streamed, the result is a subset being selected for inclusion or
exclusion in a given process. However, the starting point (a worklist or ’inbox’) is an artefact of
the system. And with technology, this is frequently a given property fixed by designed. This is
what the human must start from.

Using an electronic questionnaire or template means practice staff can filter the incoming
requests on the basis of which template was completed. For primary care, there are a lot of
encounters that are reviews of long term conditions or of previously prescribed medications.
These, by nature, do not represent acute need. And they most often have a natural team
assignment that follows the pattern of previous encounters. Other templates are used by patients
to respond online to requests by the clinical team for information. The triaging software being
deployed is designed to ignore these types of incoming submissions. However, the NLP-based
escalation process can act on any request. The result of this is that some submissions get a
suggestion that would normally not be processed by the suggestion algorithm. At the same
time, if there is insufficient clear data to drive the rules engine on expected submissions, the
system will not make any recommendation at all. So the cases getting a suggestion don’t match
up with the documented list of templates that would be expected to produce them.

For the system in question, one consequence of this departure from the condition-specific
framework anticipated by NASSS is that complicating factors are not limited to comorbidities
that alter the clinical features of a case. The technology we evaluated is not aimed at supporting
particular needs associated with heart failure or the challenges associated with cognitive
impairment, as in the single condition scenario. Cases all share the feature of being new
presentations requiring a decision on management - in turn involving a greater or lesser level
of diagnostic evaluation. The generality of the casemix means that the complicating factors



include simple-to-define issues, such as whether the requestor is submitting on their own behalf
or for a relative or dependent. However, they also include highly complex human factors,
such as whether a request on an ’abdominal pain’ template is revealing significant information
about a condition normally catered for by a different template, such as one for genital or
reproductive system complaints. Or whether the information content reveals that the real issue
is administrative, but it is recorded on a clinical template or vice versa.

Complexity here, then, arises not from the condition and its potential comorbidities, but
from the fact that the system’s main function is aiming to be condition-agnostic. The triage
suggestion should be as effective for an ear infection as for an in-growing toenail. In order to
cater for all possible submissions, the system has to cater for a huge variety of presenting detail
and incorporate a large number of clinical caveats.

2.5. The Value Proposition

The value anticipated from deployment is assumed to be in the form of benefit for the primary
care practice and its patients. If practice staff can complete triage more rapidly, it releases
staff time for other work. And that benefits patients and allows more throughput. If triage is
completed more accurately, then patients see the right team, with the right kind of encounter
and with an appropriate urgency - again benefitting both the practice and its patients.

Our evaluation was necessarily limited to comparing before-and-after data on average triage
times (using time and motion studies), comparing patterns of triage decisions (using process-
behaviour analysis) and exploring the views of staff (using thematic analysis of interview
records). While our evaluation suggested there were potential efficiency gains depending on
the pre-existing workflow, there was no evidence of a change in accuracy. However, there was
anecdotal evidence that there were costs to some patients in the additional effort required to
secure an appointment request. And this needed further exploration.

Assuming the potential can be realised by further iterations of the workflow and tuning of
the decision parameters, there is still the question of who benefits from the deployment. A
challenge with technology deployments in many domains is determining whether releasing
staff time really does improve the service. Further complexity is added in sociotechnical systems
where staff recruitment and retention is difficult. In such contexts, technology deployments can
help compensate for staffing challenges and ameliorate the negative effects of staff shortages
or over-work. This is an overall improvement. There remains a question, however. Is the
technology enabling better care or camouflaging more deeply rooted problems of sustainability?
Patients who experience an overall improvement in access times (or a sustaining of access times
by fewer staff) may not notice a drop in the quality of clinical pathway decisions. As with many
clinical AI deployments, our evaluation was not able to access definitive ground truth values
for prospective data.

A distinct challenge arises from incorporating an AI contribution into what is essentially a
human-driven workflow. The system developer was pleased to be able to say that their clinically-
specified rules engine avoided the governance issues and lack of transparency associated with
deploying a ’black box’ algorithm. Each decision could be audited in this deterministic system
by replicating the clinical history as input and inspecting the response of each rule in the
logic pathway to discover why a given suggestion had been made. But, as with all hybrid



decision-making, there is a critical difference between the facility to provide an explanation
after-the-fact in the event that something was deemed to have gone wrong (eg, an audit
process that allows interrogation of the reason for an aberrant suggestion following an incident)
and any transparency that forms a part of the normal workflow (eg, an explanation of the
algorithm’s contribution to the human decision-maker at run-time). In other words, the system’s
interpretability could not contribute synergistically to the decision itself.

2.6. The Wider Context

In UK primary care, the context is that the government, immediately prior to the COVID-19
pandemic, was heavily pressing for increased use of technology, both to organise consultations
and to replace face-to-face appointments. The pandemic period saw this process massively
accelerate with increased use of online requests and remote appointments. However, following
the pandemic period, a surge in pent-up demand coincided with a government campaign to
support face-to-face appointments in a reversal of the previous policy direction. At the same
time, there is a lot of political pressure on primary care to increase productivity, care for more
patients and sustain services in conditions of real-terms funding reductions. And there is a
wider UK health service context of immense pressure on hospital emergency departments and
associated services. Technology is seen as having the potential to alleviate capacity pressures
without increasing staffing costs. However, extreme pressures can all too easily lead to reliance
on technology which does not account for complexity in how clinicians, staff and patients
work together, especially if the operating patterns differ between sites and between individual
clinicians.

2.7. Interaction over Time

Our evaluation was time-limited and hence not able to review the medium- and long-term
feasibility of continuing to adapt to the technology. In addition to the ongoing sociotechnical
adaptations influenced by the deployed technology, there is a purely technical challenge in
maintenance. In medicine, updates to clinical knowledge and guidelines as well as perspectives
on best practice are made constantly. Incorporating these ongoing updates is a constant source
of work. However, it is made considerably bigger in complex software with the growth of the
testing burden. We witnessed the beginning of this during the project. Before full deployment,
there had been an update to some questionnaire templates and these new designs had not been
incorporated into the algorithmic decision support owing to the development and test burden.

A separate issue that requires a longer timeframe to explore is the alteration to the skill-mix
of staff. This can apply to both individual staff where decision support leads to the atrophying
of cognitive skills - and to bodies of staff where recruitment does not secure certain skillsets
because they are no-longer considered essential. In each case, the human component of the
synergistic system is altered and its role in the combination is likely to change. Such changes
may or may not represent a risk to the decision process as a whole [17]. However, even where
the decision process is protected, there is a need for consideration of the human impact of such
de-skilling.



3. Lessons Learnt

3.1. Lesson 1: Wider Impacts of AI Deployments

As with any technological change in a sociotechnical system, there needs to be a recognition
that change not only impacts the immediate context, but also many of the surrounding processes.
Change creates ripples in the wider situated space which must be accounted for when evaluating
the effectiveness and safety of the technology.

Within the example of triage, as we saw above, the downstream effects of changed pathways
or terminologies might be to alter workloads - whether for clinical roles or administrative
functions. If this change in workload is a result of a less appropriate decision, then the change
cannot be regarded as an improvement - regardless of any apparent efficiency gain.

Holistic evaluation requires us to discuss not only the technology and its inherent value,
but the ability of the adopter and the organisation more generally to accept the technology
and effectively integrate it. The interplay between the technology and its adopter, between the
actions of the system and the responses of those linked to it, creates consequences for different
actors in the system. These consequences are what we discuss here as ‘ripples’.

This demonstrates the necessity of a situated evaluation - these ripples can only be observed
in a context that is (or approaches) a real-world deployment. By approaching the evaluation
of AI with participation of stakeholders and early rounds of iteration in a situated context, we
can best ensure the deployment of AI is providing the intended benefits rather than creating
additional issues.

3.2. Lesson 2: Quality Improvement & Assurance

Change in sociotechnical systems always requires careful evaluation to ensure that change
is an improvement rather than change for its own sake. And to ensure appropriate focus is
maintained on the target-for-change while monitoring associated processes for any sign of
unintentional change. These approaches must be underpinned by assurance processes that
provide confidence that measures are meaningful and accurate.

Our evaluation included both time and motion elements and semi-structured interviews
with practice staff as well as standard algorithm performance metrics. This ensured that the
evaluation was not exclusively focused on a narrow set of technical measures but enabled a
rounded picture of the effect of introducing both the enabling changes and the algorithm itself.

Ensuring that the techniques of process improvement, quality improvement and quality
assurance are central to the evaluation of AI allows us to move past the static ‘product acceptance’
model to something more agile, allowing for continuous adoption and evaluation.

3.3. Lesson 3: Participatory Design, Iterative Development and Formative
Evaluation

As is evident from the two lessons above, the dominant model of AI evaluation is not well suited
to healthcare due to the sociotechnical nature of healthcare organisations and the complex
nature of healthcare decision-making. We argue for changes to the process of evaluating AI



in the critical healthcare space, but we also go beyond evaluation to argue for fundamental
changes to the design of algorithms for the healthcare space.

To account for unforeseen issues in deployment, the development of AI for healthcare contexts
must adopt a more participatory approach. While the development of AI by experts pursu-
ing well-formulated problem statements with clear ground truths and well-defined objective
functions has its obvious merits, it can miss important nuances of the target deployment space
which, if incorporated early can allow for greater effectiveness and more valuable algorithmic
contributions. Healthcare AI requires greater input and engagement from healthcare profession-
als, patients and wider stakeholders to ensure both that the proposed algorithm is beneficial (or
non-detrimental) to all parties, and that the design of the system is able to realise these benefits
when deployed into the target context.

The design of AI for healthcare must also adopt a more iterative approach, including additional
design cycles and formative evaluation processes to ensure the system is developed in line with
real-world requirements and is ultimately suitable for its purpose and its situated context. The
resulting fairness and transparency of the human-algorithm system must be considered as much
a part of the development and evaluation process as the required performance metrics.

4. Conclusions

As AI becomes more ubiquitous within the healthcare space, it should become increasingly clear
that existing processes of AI development and deployment themselves need to be improved.
From our work, we have surfaced three key lessons to be carried forward into the design and
evaluation of healthcare AI. Ensure the wider impacts of technology adoption are captured as
part of the evaluation. Apply high standards of quality improvement to ensure overall change is
actually beneficial (measure the right things) while applying equally high standards of quality
assurance to ensure the various measures are reliable (measure them properly). We also promote
a change in the overall culture of AI design within this sector - government, healthcare, and
technology leaders need to embrace not only the potential of AI itself, but careful consideration
of situated use alongside attention to algorithm fairness and transparency to assure technology
deployments are able to best benefit patients and clinical staff rather than introduce additional
issues. It is vital to assign accountability across developers, clinicians, commissioning health
organisations, patients and regulatory authorities to ensure inevitable concerns are properly
addressed. As the AI creates ripples, all those in contact with these ripples have a part to play
in ensuring all technology deployments are safe and effective, able to best enhance the quality
of healthcare for all parties.

When AI systems are developed well and deployed effectively they can revolutionise service
delivery, improve patients’ lived experience and even save lives. Our experiences have shown
us that this quality of development and deployment is still an ideal to be achieved. The rapid
progress in technical development of algorithmic systems needs to be matched by progress in
directing those developments towards demonstrated situated benefit.
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