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Abstract 
The article presents one of the approaches to optimizing the distribution of files across servers. 
Distributed information system operating in a global computer network with a mixed topology is 
considered. The authors prove that there is a certain correlation between traffic speed and network 
delay. This made it possible to use ping as a parameter that indicates the overall speed of the information 
system. The article proposes a mathematical model that uses two optimization criteria: the total cost of 
server maintenance and the weighted average ping. The cost criterion takes into account the total load 
on the server, the amount of additional storage, and the ability of the software to be parallelized. The 
authors showed the possibility of using genetic algorithms to find a suboptimal distribution. This 
approach works acceptably for small amounts of files and servers. However, for large volumes of data, 
the proposed heuristic algorithm gives an adequate result in a reasonable number of steps. The 
proposed model can be used for load balancing on servers that store huge amounts of audio and video 
files or provide online streaming services. 
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1. Introduction 

Information technology has undergone huge changes over the past 5 years. The global challenges 
posed by pandemic COVID-19 have led to a significant increase of data in computer networks. 
Remote work and studying have led to increasing in video and audio content. Platforms such as 
Google Meet, Zoom, Microsoft Teams, YouTube as well as Viber, Telegram, WhatsApp messengers 
have become everyday tools not only for IT professionals but also for ordinary people. Cisco’s 
Visual Networking Index (VNI) report demonstrated a significant increase in global IP traffic 
during 2018-2023, including video, online education, and entertainment [1]. Zoom has 
accumulated more than 3.3 trillion annual meeting minutes. 50 billion minutes of webinars are 
hosted on Zoom every year. Nowadays, the rapid development of cloud storage is driving up costs. 
Globalization and increase in traffic volumes require upgrading of network equipment. Every 
year, Internet Service Providers (ISPs) try to grow their bandwidth capacity. Despite reducing the 
cost of high-speed SSD drives to $30-60/TB, the problems of cloud storage optimization remain 
relevant [2]. Software developers and database architects should take into account the problems 
that arise when there is no balancing between individual servers. Microservice architecture helps 
to divide a complex application into separate components. Thus, finding the optimal location of 
files in distributed information systems can significantly affect the cost of their support. 

2. Related work 

Optimizing distributed databases and content in cloud-based storages involves various strategies 
aimed at improving performance, scalability, reliability, and cost-effectiveness. Professor at 
University of Waterloo M. T. Özsu defined a distributed database as a collection of multiple, 
logically interrelated databases located at the nodes of distributed system [3]. A distributed 
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database management system (DBMS) is defined as the software system that permits the 
management of the distributed database and makes the distribution transparent to the users. It 
is important to note that a distributed DBMS is not just a collection of files that can be stored 
individually on servers. However, today, as a rule, unique identifiers of resources such as videos, 
sound files, image files, etc. are stored in the database. Unique keys are used to identify files. For 
example, Universally Unique Identifiers (UUID) are best suited for generating unique keys in 
distributed systems. At the same time, UUIDs provide an extremely low probability of collisions. 

Often, to optimize data storage in distributed systems, researchers can use the following 
approaches [4] such as sharding and partitioning, load balancing, dynamic resource allocation 
etc. Dividing the dataset into smaller partitions (shards) distributed across nodes enhances 
parallel processing and reduces contention, leading to improved performance. 

Some authors in their scientific works [5, 6] justify the feasibility of using heuristic or genetic 
algorithms to query optimization, etc. Professor G. G. Tsehelik of Lviv University described in 
detail a series of mathematical models that can be used to optimize file distribution in information 
systems [7]. The main optimization criteria include the following: 

• minimizing the time for processing queries in a distributed database; 
• minimizing the traffic transmitted in the computer network and generated by the 
corresponding database queries; 
• minimization of the cost of the distributed system operation, taking into account the 
hardware requirements for the nodes. 
Other criteria may include the minimizing of electricity cost [8]. Overall, this research offers a 

valuable approach for Internet data centers (IDC) operators to optimize their energy costs while 
maintaining QoS in dynamic electricity markets. 

There are a lot of modern researches concerning problems of effective data placement in cloud 
storages [9-11]. The article offers a comprehensive overview of data deduplication techniques 
and their applications in cloud storage, focusing on challenges and future directions. Also, authors 
tackle the problem of choosing the optimal location for storing data across geographically 
distributed cloud storage systems, considering cost and access latency. It’s worth to note that 
there are methods based on using tiered cloud storage with dynamic data migration based on 
access patterns to optimize costs. However, insufficient attention has been paid to algorithms for 
redistributing content in a distributed system depending on changes in the intensity of user 
requests. 

Thus, the scientific problems of researching distributed systems are quite relevant today and 
require further research, in particular with methods of parallelizing computing on the basis of 
high-performance computers. 

3. Problem statement 

Suppose we have a distributed video content storage system like YouTube, Facebook or TikTok. 
To ensure the operation of such an information system, many servers are needed around the 
world. Since data centers are located on different continents and serve requests from different 
countries, it is necessary to propose a model for optimal file distribution. Some videos may have 
different popularity in different regions. The number of views over a certain period of time will 
determine the intensity of requests. 

However, the question arises whether placing files on a particular server can really affect the 
user experience. Obviously, a single server cannot serve hundreds of thousands of users 
streaming millions of videos. Some estimates suggest Google, which owns YouTube, might have 
over 1 million servers in its data centers worldwide [12]. However, this figure likely includes 
servers for all Google services, not just YouTube. Experts agree YouTube's infrastructure is highly 
scalable and continuously adapts to handle the ever-growing demand for video content. It likely 
utilizes a distributed network of data centers spread across various locations globally. 

Let's look at the example of the cloud provider DigitalOcean to see how the physical distance 
from the user to the data center affects the network latency. DigitalOcean has datacenters across 
9 regions [13]. Developers strongly suggest to pick a data center location geographically close to 
the end users who most frequently access your applications [14]. Figure 1 shows the locations of 
data centers around the world. The ping command demonstrates a clear correlation. The closer 



the data center is located, the lower the delay. It is assumed that the communication line is of high 
quality. 

 
Figure 1: DigitalOcean data centers with network ping latency (tested from Ukraine) 
 

Download speed and ping latency are related but not directly dependent on each other. They 
measure different aspects of network performance. Download speed refers to the rate at which 
data is transferred from the internet to your device. Download speed depends on various factors 
such as your internet service plan, network congestion, and the capabilities of your internet 
service provider. Ping, or latency, is the time it takes for a data packet to travel from your device 
to a server and back. Lower ping values indicate faster response times. Ping is influenced by the 
physical distance between your device and the server, as well as the efficiency of the network 
infrastructure. Let's try to consider this dependence in more detail. 

According to the information collected by independent service Meter.net [15] there is some 
correlation between network latency and download speed. We used different data servers of 
Vultr cloud provider for testing (Table 1). 

 
Table 1 
Testing of data servers (Vultr.com) 

Data center location Country Ping, ms Download, Mb/s Upload, Mb/s 

Chicago USA 82.44 29.15 14.61 
Delhi India 29.58 66.82 65.29 
Frankfurt Germany 20.83 58.99 74.93 
Hawaii USA 223 4.85 0.3 
Johannesburg South Africa 72 17 12.6 
Melbourne Australia 50.22 30.35 9.69 
Mexico Mexico 62.25 21.31 10.2 
Osaka Japan 24.4 103.3 252.6 
Paris France 16.75 103.8 154.5 
Seoul South Korea 16.3 175.1 417.9 
Sydney Australia 35.63 22.93 21.95 

 
The graph in Figure 2 shows that as the ping delay increases, the data download speed 

decreases. 



 
Figure 2: Dependency of download speed on ping network latency 
 

Dependency of average download speed on ping latency can be described such empirical 
equation 

𝑣 =
0.8478

𝜏1.197
, (1) 

where ν – download speed, Mb/s, τ – ping latency, s. The coefficient of determination is R2=0.8. 
Thus, when creating a mathematical model to find the optimal file distribution, it is reasonable 

to use network latency as one of the parameters that directly affects the quality and performance 
of the system. 

 

4. Proposed method 

Let's have a look at a typical structure of a segment of a Wide Area Network (WAN), as shown in 
Figure 3. WANs support various applications such as data sharing, cloud access, file transfers, 
video conferencing, and more. Personal computers (PC1, PC2, …, PC10, PC11, …, PC30, PC31 etc.) 
are connected to the global network through switches (Sw1, Sw2, Sw4) and routers (R1, R4) of 
Internet service providers. In the vast and interconnected world of the global network, routers 
play the critical role of traffic directors, ensuring data reaches its intended destination efficiently 
and seamlessly. The servers (S1, S2, S3) are located in data centers that provide cloud services to 
users. Large facilities hosting major cloud providers or enterprise systems can have hundreds of 
thousands of servers, while smaller ones might have just a few hundred. 

Many cloud providers (AWS, Google, Microsoft Azure) use different types of load balancers 
(LB1): hardware, software and cloud load balancers. Hardware load balancers (HLBs) are 
dedicated physical appliances designed to efficiently distribute traffic across multiple servers. 
Their robust hardware and specialized software offer high performance, security, and scalability, 
making them suitable for mission-critical applications and high-traffic websites. But load 
balancers make decisions based on CPU, RAM or network usage and don’t guarantee the best user 
experience for sophisticated scenarios. 

Databases (Db1, Db2, Db3) located on servers (S1, S2, S2) form a single distributed storage for 
the information system. Databases must support replication, transactions, multi-threaded 
operation, and handle high loads. Millions of files (F1, F2, …, F20, …, F120 etc.) can be stored in 
cloud storage on servers (S1, S2, S3). Users make requests to these files with different intensity. 
In the diagram, files from different servers are marked with different colors for better clarity. 



It should be noted that the global computer network is not permanent and its characteristics 
are constantly changing throughout the day. Routing protocols use various metrics to ensure the 
speed and quality of information transmission. This means that network latency can vary widely 
over the period of a month. The ping value sometimes increases by 2-4 times when network 
problems occur. 

 
Figure 3: Typical structure of computer network with distributed file storage 

 
Let's introduce the following notation: 
n – the number of available working servers; 
m – the total number of files (video, audio, images) to be stored by the distributed system; 
p – the total number of users (personal computers / hosts); 
Si – the server with index i, i = 1, 2, …, n; 
Vi – the size in GB of the server's data storage Si, which is required to store files; 
Fj – the file with index j, j = 1, 2, …, m; 
Lj – size in GB of file with index j; 
Hk – the host with index k, k = 1, 2, …, p; 
τki –network latency (ping) from the host Hk to the server Si; 
λkj – intensity of requests per unit of time from the host Hk to the file Fj; 
xji – Boolean value that indicates that the file Fj is stored on the server Si; 

𝑥𝑗𝑖 = {
1, if file 𝐹𝑗 is stored on the server 𝑆𝑖 

0, otherwise                                            
, (2) 

Qi – cost of server maintenance with index i. 
Obviously, the optimal file distribution is the one that minimizes the cost of all working servers 

and maximizes the speed of request processing 

𝑄 =∑𝑄𝑖

𝑛

𝑖=1

→ 𝑚𝑖𝑛, (3) 



However, determining the cost of running one server is not as easy as it might seem at first 
glance. Most cloud providers build separate web applications that operate as a specialized 
calculator for estimating the cost depending on the hardware parameters of the server. Based on 
the information provided by the official website of Vultr company [16], we can conclude that the 
cost of a virtual server depends linearly on the number of processors (Figure 4). This approach 
allows us to conveniently scale the server performance when the number of requests changes. 

 
Figure 4: Dependency of VPS monthly cost on the server configuration 
 

According to Amdahl's law, the speedup factor of the algorithm s, when the number of 
processors NCPU for parallel query processing increases, is limited by the percentage of the 
program code α that is executed only in the sequential mode [17] 

𝑠 =
1

𝛼 +
1 − 𝛼
𝑁𝐶𝑃𝑈

. (4) 

Increasing the number of virtual processors in a server is more efficient the higher percentage 
of code that can be fully parallelized (Figure 5). 

 
Figure 5: Dependency of program speedup on the number of virtual processors (cores) 

 



If we assume that the speedup from using a more powerful server is the ratio of a certain 
desired request intensity λi to the base one λ0, then expression (4) can be written as follows 

𝜆𝑖
𝜆0
≅

1

𝛼 +
1 − 𝛼
𝑁𝐶𝑃𝑈𝑖

 
 
⇒ 𝑁𝐶𝑃𝑈𝑖 ≅

1 − 𝛼

𝜆0
𝜆𝑖
− 𝛼
. (5) 

The running cost of a server consists of many components, but for simplicity's sake, it is 
advisable to consider the most important components: the actual cost of a cloud server with a 
certain performance and additional data storage that allows you to store a large amount of files.  

In addition to the standard server that processes the requests, additional storage is also 
required, which typically costs about $100/TB. Therefore, it is possible to estimate the cost using 
the formula 

𝑄𝑖 ≅ 𝑞𝐶𝑃𝑈 ∙ 𝑁𝐶𝑃𝑈𝑖 + 𝑞𝑆𝑆𝐷 ∙ 𝑉𝑖, (6) 
where qCPU = $22/core – a coefficient that depends on cloud pricing and may be defined from 

a plot (Figure 4); qSSD = $0.1/GB – typically cost of additional SSD blocks. 
The total intensity of requests from all hosts to a particular server Si can be calculated as 

following 

𝜆𝑖 =∑∑𝜆𝑘𝑗𝑥𝑗𝑖

𝑚

𝑗=1

𝑝

𝑘=1

. (7) 

With a given distribution of files xji and their sizes Lj, multiplying the vector L by the matrix x, 
we can get the total volume of certain server storage 

𝑉𝑖 =∑𝐿𝑗𝑥𝑗𝑖

𝑚

𝑗=1

. (8) 

Thus, the optimization criterion in its simplest form may look like this 

𝑄 ≅∑(𝑞𝐶𝑃𝑈
(1 − 𝛼)∑ ∑ 𝜆𝑘𝑗𝑥𝑗𝑖

𝑚
𝑗=1

𝑝
𝑘=1

𝜆0 − 𝛼∑ ∑ 𝜆𝑘𝑗𝑥𝑗𝑖
𝑚
𝑗=1

𝑝
𝑘=1

+ 𝑞𝑠𝑠𝑑∑𝐿𝑗𝑥𝑗𝑖

𝑚

𝑗=1

)

𝑛

𝑖=1

→ 𝑚𝑖𝑛, (9) 

The formula (9) shows that if the total intensity of requests to the server increases, an error 
and service denial may occur 

∑∑𝜆𝑘𝑗𝑥𝑗𝑖

𝑚

𝑗=1

𝑝

𝑘=1

≥ 
1

𝛼
𝜆0. (10) 

Since each file Fj should be stored on one of the working servers only Si, therefore 

∑𝑥𝑗𝑖

𝑛

𝑖=1

= 1, 𝑗 = 1. .𝑚. (11) 

Consequently, the problem of optimal file distribution on servers in a computer network with 
a mixed topology is to determine the following variables xji, where 

𝑥𝑗𝑖 = {0 ∪ 1}, 𝑗 = 1. .𝑚, i = 1. . 𝑛. (12) 

However, the research conducted by the authors shows that it is not enough to have only one 
criterion for the operation of an information system that serves millions of users. It is also 
necessary to take into account the quality of service (QoS), speed of service, reliability indicators, 
etc. 

Understanding QoS is crucial for designing and managing robust and efficient distributed 
information systems. By considering various aspects like performance, reliability, security, and 
dynamic environments, developers and administrators can implement effective QoS mechanisms 
and ensure optimal service delivery for users and applications. As Equation 1 shows, there is a 
certain correlation between the geographical distance from the client to the server, the speed of 
data transmission on the global network, and network latency. Therefore, the ping value can be 
used to estimate the data transfer rate. In the user’s opinion the lower value of the average 
network delay, the higher quality of the information system. For example, when we talk about 
web browsing higher ping can lead to slower page loading times, causing delays and frustration. 
Even small increases in ping can be noticeable, especially on websites with a lot of content or 
interactive elements. High ping during the watching media can cause buffering and stuttering in 



video or audio streaming, ruining the smooth playback experience. This is especially frustrating 
for high-resolution content or live streams. 

Based on the above, it is necessary to introduce an additional parameter that will determine 
the weighted average delay in the system. This indicator should be minimal. Obviously, this 
parameter has a greater weight for large files and for servers with high request rates 

𝑇 =
∑ ∑ ∑ 𝜏𝑘𝑖𝜆𝑘𝑗𝐿𝑗𝑥𝑗𝑖

𝑝
𝑘=1

𝑚
𝑗=1

𝑛
𝑖=1

∑ ∑ 𝜆𝑘𝑗𝐿𝑗
𝑝
𝑘=1

𝑚
𝑗=1

→ 𝑚𝑖𝑛. (13) 

The formulated challenge is similar to the linear programming problem described in paper [7]. 
However, it is still difficult to offer a clear algorithm for finding the optimal solution. Criterion (9) 
becomes minimal when the files are distributed evenly across all available servers, as this results 
in the lowest maintenance cost. Moving all the files to one super server is technically not possible, 
because there are channel bandwidth and memory capacity constraints. Besides, this solution is 
less reliable in terms of data transfer issues. Criterion (13) can be minimized by applying a simple 
principle: large files with a high intensity of requests should be placed on the server with minimal 
network latency (ping). 

5. Modeling and results 

A C# program was developed to simulate the distribution process. Using of .NET 8.0 and parallel 
LINQ technology made it possible to implement a stochastic method of searching for optimal 
values according to criteria (9) and (13). Authors have used genetic algorithm [18]. The initial 
distribution was random. The simulation was performed on a computer with AMD Ryzen 
processor (6 cores) and 8 GB of RAM. 

Figure 6 shows the results of stochastic simulation. 20 files were distributed across 3 servers. 
The file sizes were in the range of 1.5-10 GB, and the ping from hosts to servers was in the range 
of 25-220 ms. The intensity of requests to the files did not exceed 40 requests per second. Each 
point on the graph represents a certain distribution of files and is described by two parameters: 
the total cost of maintaining all servers and the average network latency. Only 1000 points are 
shown on the graph for simplicity of presentation. However, if parallelization is used, the above 
computing system is capable of processing up to 1 million combinations per second. Given that 
the total number of all possible file arrangements on the servers is nm = 320 ≈ 3.48*109, this 
problem can be solved even by a full brute-force search and will take about 1 hour. 

As shown in the graph, there are a large number of suboptimal file allocations that have 
approximately the same cost (within 5-10%), but the average latency of the system can vary 
within a significant range of 105-145 ms (almost 40%). This fact proves the need to apply the 
criterion (13) when making a decision. 

 
Figure 6: The set of random file distributions (1000 attempts) 



It should be noted that a genetic algorithm can effectively find a suboptimal solution if it is 
applied in two stages. First, the minimum cost is sought, and then the algorithm starts looking for 
the minimum latency in the network. The cost can vary within 10% in this case. However, if the 
number of servers is increased to 10 and the number of files exceeds 10-20 thousand, the genetic 
algorithm may have poor convergence. The number of all possible combinations is too large to 
process in a reasonable time even 1% of all variations. Genetic algorithms are stochastic, meaning 
they rely on randomness. While they often find good solutions, there is no guarantee they will 
reach the absolute best one. They require evaluating many potential solutions across multiple 
generations, making them computationally expensive for complex problems. This can be a 
significant issue if resources are limited or real-time solutions are necessary. Therefore, it is 
worth considering an alternative approach to optimization. 

At the initial stage, all files are placed on those servers that have the lowest ping. Let the 
weighted average network latency when placing a file Fj on the server Si be determined by the 
formula 

�̅�𝑗𝑖 =
∑ 𝜏𝑘𝑖𝜆𝑘𝑗𝐿𝑗
𝑝
𝑘=1

∑ 𝜆𝑘𝑗𝐿𝑗
𝑝
𝑘=1

. (14) 

Then we can calculate a matrix �̅� from which it is easy to find the initial distribution X0. The 
ones (“1”) should be in the positions where the latency value is minimal in each row of the 
matrix �̅�. 

�̅� =

[
 
 
 
 
140 100 125 50
80 95 130 90
55 200 115 70
⋯ ⋯ ⋯ ⋯
70 125 65 90]

 
 
 
 

 
𝑚𝑖𝑛
⇒  𝑋0 =

[
 
 
 
 
0 0 0 1
1 0 0 0
1 0 0 0
⋯ ⋯ ⋯ ⋯
0 0 1 0 ]

 
 
 
 

. (15) 

For the initial allocation, we need to determine the initial cost, which is usually not optimal. 
Given the assumption that all servers in different parts of the world scale equally, a balanced load 
should be achieved. When the load is even, the cost is minimized. 

In each line, we analyze the possibility of moving the file to another server. With such a 
rearrangement, it is necessary to keep the minimum possible increase in the value of Δτ. It is 
worth moving the file that leads to a minimal increase in network latency, but the cost is reduced. 
This process of redistribution should be continued as long as the total cost is reduced. In general, 
this can be described by the following flowchart (Figure 8). 

Figure 7 shows the result of finding the optimum. The input parameters remain the same as in 
the previous example. As you can see from the graph, the heuristic algorithm took no more than 
20 steps to find an acceptable solution. The difference between the results does not exceed 5%.  

 
Figure 7: How the heuristic optimization algorithm works 

 



It is important to note that by adjusting the parameters of the algorithm, we can get a 
compromise solution (τ ≈ 90 ms, Q ≈ 800 $). This option may be necessary to ensure a certain 
level of service quality. 

 

 
Figure 8: Flowchart of a heuristic algorithm for finding suboptimal file distribution 

6. Conclusions 

Thus, optimizing the placement of files in information systems is important. If there are several 
criteria, it is not always possible to combine them into one, because they have different units of 
measurement. The proposed heuristic algorithm has an advantage over the genetic optimization 
algorithm. It has a much higher speed, although it does not guarantee an absolute minimum. 
As shown in the graphs above, the error of the result does not exceed 5%. 

Conducted research shows a significant variation in the weighted average network delay of 
more than 40%. At the same time, the cost can vary between 5-10%. This means that by moving 
files, you can improve the responsiveness of graphic user interface because high ping values 
significantly degrade the user experience. 

An important aspect of optimization is reducing the load on the global computer network, 
since traffic passes through fewer hops and servers are loaded evenly. 
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