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Abstract

This paper presents the initial stage of our research to develop a novel approach to streamline the
prototyping of Extended Reality applications using generative Al models. We introduce a tool that
leverages state-of-the-art generative Al techniques to facilitate the prototyping process, including 3D
asset generation and scene composition. The tool allows users to verbally articulate their prototypes,
which are then generated by an Al model. We aim to make the development of XR applications more
efficient by empowering the designers to gather early feedback from users through rapidly developed
prototypes.
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1. Introduction

The field of Extended Reality (XR), which encompasses Virtual Reality (VR), Augmented Reality
(AR), and Mixed Reality (MR) [1], has seen a significant rise in recent years, particularly
with the introduction of modern headsets like the Apple Vision Pro [2] and Meta Quest 3
[3]. These devices have made XR more accessible and opened new possibilities for immersive
experiences in various domains, including gaming, education, healthcare, and more. However,
the development of XR applications remains complex and challenging. Creating immersive and
interactive experiences requires technical expertise and is a time-consuming process. Given
the complexity involved, prototyping can play a crucial role in mitigating these challenges.
Prototyping allows developers to explore design concepts, iterate rapidly, and gather user
feedback early in the development cycle [4]. This iterative process not only helps to refine the
design, but also reduces the overall effort and costs associated with the development of XR
applications. By prototyping XR applications, designers and developers can better understand
the user experience, identify potential issues, and make informed decisions that ultimately lead
to more polished and successful XR experiences.

We have witnessed a significant rise in the utilization of generative Artificial Intelligence,
particularly following the introduction of large language models [5] such as ChatGPT [6]. Today,
there are various generative Al models that can synthesize new text [6, 7, 8], images [9, 10],
music [11], or even videos [12]. This capability has led to a wide range of applications across
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various domains. One of the key potential benefits of generative Al is its ability to automate and
enhance the creative process. This can speed up the design process and lead to more innovative
and diverse designs. We aim to investigate the integration of generative Al into the prototyping
process of Extended Reality applications.

In this paper, we will introduce a novel tool that utilizes generative Al models to streamline
the prototyping of XR applications. We will also describe the methods we plan to use for the
evaluation of this tool.

2. Related Work

In many cases, designers and developers use expert tools, such as game engines, that are time-
intensive in order to prototype XR systems [13]. These tools enable the creation of detailed,
high-quality results. Some of the most commonly used tools in this category for developing XR
applications are Unity 3D [14] and the Unreal Engine [15]. These tools provide rich development
environments with various toolkits. However, using these expert tools is a challenge for non-
experts and an obstacle for rapid prototyping, especially due to the need for technical knowledge
and programming skills [16, 13]. Therefore, there have been efforts to create no-code tools
to facilitate rapid prototyping of different kinds of XR applications, including VR [17, 18], AR
[19, 20, 21], and CR (Cross-Reality) [13]. There are also a number of no-code prototyping and
authoring tools developed and used in industry, such as [22, 23, 24]. Most of these tools allow
users to create basic objects manually, or import existing object files manually.

Recent efforts have been made to utilize the potential of generative Al across various areas of
design and prototyping, including mobile applications and websites, such as [25]. We aim to
explore the utilization of generative Al for prototyping XR applications to empower designers
to create complex XR scenes and objects rapidly.

3. Methodology

Our research aims to explore the potential of generative Al in prototyping Extended Reality
applications. The methodology for this research includes multiple phases, combining tool
development, auto-ethnography, and case studies.

3.1. Tool Development

We are developing a generative Al-powered prototyping tool. The tool leverages state-of-the-
art generative Al techniques, and is designed to facilitate the prototyping of XR applications,
including 3D asset generation and scene composition.

In the initial version of a software tool that we have developed, users can verbally articulate
what they want to prototype, as depicted in Figure 1. If they wish to prototype a complex scene
that potentially contains several objects, they will see a list of objects that can usually be found
in such a scene. Then the user can select any number of the suggested objects from the list.
Then, the generative Al model that we use will generate the selected objects, and then the
objects will be placed in the scene. Users can move the generated objects inside the scene or



Figure 1: Users records their audio, in which they say what they want to prototype.

(a) A list of related objects are suggested. In this (b) The selected objects, which in this case are op-
case, some objects one can find in a typical erating table, surgical lights, and waste disposal
surgery room are listed. bin, are generated.

Figure 2: A sample scenario: user wants to prototype a surgery room.

remove them from the scene. In a sample scenario that is depicted in Figure 2, the user wants to
prototype a surgery room and then gets a list of objects that one can find in a typical surgery
room, such as an operating table, surgical tools, an IV stand, a scrub sink, monitoring equipment,
and more. In this case, the user selects the operating table, surgical lights, and waste disposal
bin. These objects are then created and placed on the scene. As another example, in Figure 3,
the user intends to create a tree. Since it is an object rather than a complex scene, in the list
there is only one suggested object, which is tree, and when the user selects that, a tree will be
generated and added to the scene. Also, the system will detect if the scene the user wants to
create is indoors or outdoors. If it is indoors, a cubic room will automatically be added to the
scene, and the generated objects will be placed inside that.

The technologies used in the implementation of the tool include Whisper API [26] for
transcribing users’ recorded audio, GPT 3.5 API [26] for processing the transcripts, Shap-E
[27] for generating 3D objects, and Unity 3D [14] for creating the environment, displaying and
supporting interactions with the objects and scenes.

3.2. Planned Evaluation

The development and prototyping of Extended Reality applications are inherently time-
consuming processes. Therefore, short, controlled user studies may not adequately evaluate
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Figure 3: A sample scenario: user wants to prototype a tree.

the efficacy of a prototyping tool due to the limited exposure time and controlled nature of
the study. To gain a deeper understanding and evaluate the tool properly, users must work
with it for an extended period, ideally several weeks. However, this is not feasible within the
constraints of controlled user studies. Therefore, we plan to evaluate our work in the following
phases.

The first step will be to use auto-ethnography. After developing the first version of the tool,
we will use it in a real-world XR project and then evaluate it using the auto-ethnography method.
Auto-ethnography is a method where the author creates a detailed study of themselves, plays a
dual role as both the subject and the researcher, and analyzes personal behavior and experiences
to gain insight into larger contexts [28]. This method goes beyond simple storytelling, aiming
for objectivity in interpreting one’s own thoughts and actions, while still acknowledging the
personal perspective involved [28]. Based on the outcomes of this phase and the feedback we
anticipate receiving upon publication, we will enhance our work in preparation for the second
phase.

The second phase will be conducting a case study evaluation. Following the auto-ethnography
evaluation, we will invite a select group of developers and designers to use the tool for an
extended period, ideally several weeks. we will then conduct case studies, which include semi-
structured interviews with the participants. Case studies provide an in-depth examination of
how the tool is used in practice, allowing a detailed exploration of its strengths, weaknesses,
and potential improvements. Semi-structured interviews will allow participants to share their
experiences, feedback, and suggestions for the tool, providing valuable insights for further
refinement and development.

By employing these evaluation methods, we aim to gain a comprehensive understanding
of the tool’s impact, effectiveness, and usability in real-world XR development scenarios. The
auto-ethnography evaluation will provide rich, qualitative insights into the tool’s influence on
the researcher’s personal experiences and practices, while the case studies will offer broader
perspectives from a diverse group of users. Together, these evaluation methods will inform
iterative improvements and refinements of the tool, ultimately enhancing its utility and value
for XR developers and designers.



4. Conclusion and Future Work

In this research, we aim to make the development of XR applications more efficient by empow-
ering developers and designers to gather early feedback from users through rapidly developed
prototypes. We present the initial version of our tool, which allows users to verbally articulate
the scene or object that they want to prototype and then generates the objects using a state-of-
the-art generative Al model. The next steps for this research are completing the development
of the tool by adding more functionalities and evaluating the tool through the methods that we
described in this paper.
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