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Abstract
In the past years, both the research community and commercial products have proposed various solutions
aiming to support end-user developers (EUDevs), namely users without extensive programming skills, to
build and customize XR experiences. However, current tools may not fully eliminate the potential for
user errors or misunderstandings. In this paper, we present EUD4XR, a methodology consisting of an
intelligent conversational agent to provide contextual help, to EUDevs, during the authoring process. The
key characteristics of this agent are its multimodality, comprehending the user’s voice, gaze, and pointing,
combined with the environment status. Moreover, the agent could also demonstrate concepts, suggest
components, and help explain errors further to reduce misunderstandings for end-user developers of
VR/XR.
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1. Introduction

Over the past decade, VR devices and systems have matured significantly, finding applications in
various domains, such as aerospace, automation, healthcare, and retail. In parallel, researchers
and large companies are pushing towards supporting end-users and novice developers to build
XR environments and define interactions within them through several techniques of End-User
Development [1]. We can find different tools in the literature that help End-User Developers
(EUDevs) through authoring interfaces. A way to categorize them is by two types: desktop-
based or immersive. In the first, users create content on a standard computer screen, operating

RealXR: Prototyping and Developing Real-World Applications for Extended Reality, June 03–4, 2024, Arenzano (Genoa),
Italy
∗Corresponding author.
†
These authors contributed equally.
Envelope-Open valentino.artizzu@unica.it (V. Artizzu); alessandro.carcangiu@unica.it (A. Carcangiu); marco.manca@isti.cnr.it
(M. Manca); andrea.mattioli@isti.cnr.it (A. Mattioli); jacopo.mereu@unica.it (J. Mereu); fabio.paterno@isti.cnr.it
(F. Paternò); carmen.santoro@isti.cnr.it (C. Santoro); ludovica.simeoli@isti.cnr.it (L. Simeoli);
davide.spano@unica.it (L. D. Spano)
GLOBE https://github.com/JacopoMereu (J. Mereu)
Orcid 0000-0003-1029-9934 (M. Manca); 0000-0001-6766-7916 (A. Mattioli); 0009-0008-7521-7876 (J. Mereu);
0000-0001-8355-6909 (F. Paternò); 0000-0002-0556-7538 (C. Santoro); 0000-0001-7106-0463 (L. D. Spano)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR
Workshop
Proceedings

ceur-ws.org
ISSN 1613-0073

mailto:valentino.artizzu@unica.it
mailto:alessandro.carcangiu@unica.it
mailto:marco.manca@isti.cnr.it
mailto:andrea.mattioli@isti.cnr.it
mailto:jacopo.mereu@unica.it
mailto:fabio.paterno@isti.cnr.it
mailto:carmen.santoro@isti.cnr.it
mailto:ludovica.simeoli@isti.cnr.it
mailto:davide.spano@unica.it
https://github.com/JacopoMereu
https://orcid.org/0000-0003-1029-9934
https://orcid.org/0000-0001-6766-7916
https://orcid.org/0009-0008-7521-7876
https://orcid.org/0000-0001-8355-6909
https://orcid.org/0000-0002-0556-7538
https://orcid.org/0000-0001-7106-0463
https://creativecommons.org/licenses/by/4.0


in the iterative ”build-test-fix” cycle. In the latter, users build XR experiences directly within
the virtual environment, allowing them to check interaction usability and user perception
directly in the environment [2, 3]. The research community has proposed different approaches
for immersive authoring tools, all aiming to reduce the barrier associated with creating and
modifying VR environments. An example is FlowMatic [4], which allows developers to define
reactions to discrete events in the VR environment using declarative and flow paradigms. One
downside of this approach is the visual cluttering obtained by complex flows, augmenting the
user’s cognitive effort. Another immersive tool is VR GREP [5] in which EUD can create XR
environments. Still, it does not support defining interactions or tasks, limiting it to navigation
and reactions to click buttons. ECARules4All [6] is an immersive authoring tool used for
tagging virtual objects, having high-level actions. Tagged objects can be used as components
of natural-language-based event-condition-action rules. ECARules4All follows a meta-design
approach composed of the Template Builder and the EUDev. The Template Builder(TB) is a
professional developer who focuses on creating and sharing XR environments for the EUDevs.
Before sharing the environment, the TB also tags the virtual content with a taxonomy offered
by ECARules4All, enabling such objects to be part of the interactions written by the EUDevs.
The EUDev can customize pre-built XR elements provided by TBs to create the final product
by defining the object behaviours within the environment using a rule-based language. While
these solutions lower the entry barrier for creating and customizing XR environments, these
approaches don’t eliminate the potential for user errors or misunderstandings. A potential
solution involves an intelligent conversational agent alongside the user. With the explosion of
LLMs [7, 8, 9], their usage in mass has been seen in many fields. Initial efforts for introducing
LLMs in the XRworld have beenmade [10, 11, 12], but the model is used simply as a conversation
agent, and it has little to no power in the virtual environments and with the objects it contains.

The goal of the methodology presented in this paper is to improve the current XR authoring
tools by enabling them to support physical objects, in addition to virtual ones. Additionally,
an intelligent conversational agent will assist the EUDev. The paper is organized as follows:
In section 2 we show the general components of our work, namely object representation,
rule language, and conversational agent. In section 3, we illustrate a preliminary study we
are conducting before implementing the real chatbot. Finally, in section 4 we discuss the
contribution of this work and track the path for future research.

2. EUD4XR

In our attempt to enrich the customization capabilities within XR environments, we want to
improve the State-of-the-Art solution ECARules4All further. Similarly to ECARules4All, we
leverage a meta-design model [13, 14, 15] that actively involves two roles in the development
process: the Element Builder and the EUDev. Element Builders (EBs) create generic virtual
templates and annotate the virtual objects and physical devices, while EUDevs, on the other
hand, customize an EB’s template and enrich it with Event-Condition-Action rules written
in natural language. Our goal is to implement a chatbot that will empower the EUDevs by
simplifying the management and construction of such rules.



2.1. Object Representation

EUDevs require a tool that simply, clearly, and concisely describes the actions associated with
the virtual and real objects within the XR environment. This tool must avoid technical and
jargon concepts to reduce the risk of creating ambiguity in using rules to define their behaviours
in the system. Conversely, EBs need a mechanism for mapping controls of both virtual and real
objects, and it should be reusable and efficient. ECARules4All provides a taxonomy of reusable
high-level types to describe the actions executable by virtual objects within VR templates. This
mechanism is focused on commonly used VR objects: it represents them through a predefined
set of categories, and the EB then assigns a category to each virtual object. EUD4XR leverages
this taxonomy and extends it to include real objects as well.

Functionally, the taxonomy handles two types to represent an item: objects and behaviours.
The object type categorizes items a user associates with entities based on their perceivable
characteristics, e.g. shape, functionality, etc. The EB assigns one unique category to each
item that can be included in a scene, therefore there is a one-to-many relationship between
objects and items. For example, the model of a microwave oven device belongs to the Electrical
Appliance object category and cannot refer to other high-level ones, such as Furniture or Food.
In the same way, a 3D model that represents a wooden desk is associated with the Furniture
object category and not, for example, with the Apparel one.

On the other hand, the Behaviour type represents common interactions applicable to various
objects and corresponds to actions that EUDevs can program, e.g. Interactable, Sound emitter,
etc. In contrast to the Object type, an element can be associated with multiple behaviors,
showing a many-to-many relationship between behaviors and items, moreover, two items
belonging to different objects can share the same behaviors. For example, the TV and the car
can emit sounds, but the first can also play videos while the second can contain other items.
The same concept is also applied to virtual objects: for example, we can have a virtual key that
both unlocks a virtual door and is collectable. Our system provides EB and EUDevs with a
generic high-level taxonomy of object and behaviour categories, which can be extended for
introducing new actions and object categories without modifying the rule execution support,
making our mechanism flexible to the needs of EBs and EUDevs.

2.2. Rule Language

The EUDev expresses behaviours within the environment through an Event-Condition-Action
(ECA) schema-based rule system. In the literature, generally, the trigger for an ECA scheme
entails a state change [16, 17, 18, 19, 20, 21, 22]. However, according to Huang and Cakmak
[23], this can restrict the variety of triggers usable in rule creation. One solution to this limit,
also adopted by IFTTT1, involves supporting three types of actions:

• Instantaneous action. It does not provoke a change in the environment, e.g. ”The
smartphone sends an SMS”.

• Temporary state change. It has a beginning and automatically returns to the initial state
after a certain time, e.g. ”the automatic gate is opening”.

1https://ifttt.com/explore

https://ifttt.com/explore


• Prolonged state change. It has a beginning but not an automatic revert, e.g. ”the light
turns on”.

We handle action types differently: the system creates a single rule in the first case; the second
action type requires two rules, one for the start and one for the revert; finally, prolonged state
change may involve creating a rule for each possible state.

Each rule is expressed in natural (English) language to ensure clarity in both their definition
and context, trying to minimize ambiguities, and it follows this structure WHEN event IF
condition(s) THEN action(s). The WHEN block introduces the rule’s trigger. Indeed, it is the
action that activates the rule, and a rule has only one trigger. The IF block depicts the conditions
that must be evaluated as true to trigger the rule. It is optional, whereas the other two are
mandatory, and the EUDev can specify one or more conditions. The THEN block describes
how the application should react when the rule is triggered. Every action represents a method
supported by the categories in the taxonomy, and the EUDev can enumerate one or more actions
to be performed. The syntax representing the event that triggers a rule is the same for describing
further actions the EUDev enters in the system to define the environment response. We support
six schemas for action or trigger definition. All schemas share two core elements: a subject
identifying the actor and a verb describing the interaction’s effect. Additional elements can
enrich the interaction by specifying a secondary actor, a state change, a value assignment, or a
passive action.

2.3. Intelligent Conversational Agent

EUDevs will be able to construct interactions using a multimodal smart conversational agent
called a chatbot. The model will accept input from various sources, including voice, gaze, and
pointing. Voice input allows EUDevs to articulate their intended interactions using words.
Typing, whether on a virtual or physical keyboard, would not achieve the same efficiency level
in terms of words per minute. When speaking, individuals often complement their explanations
with gestures such as gaze direction or pointing. For instance, if the EUDev wishes to instruct,
”Move that cube over the table when the user selects it’, simply saying ’that cube” may not
provide sufficient context for the system to discern the intended cube if multiple are present in
the environment. Therefore, they might point to the specific cube of interest and then direct
their gaze toward the table, indicating the desired location for the cub, when the user selects it.

The goal of the conversational agent would be to:

1. Understand when the user is specifying a new interaction.
2. Identify the objects indicated by the user through their voice, gaze, or pointing.
3. If the objects are found, the chatbot has to understand which action the user wants

to perform. It must be aware that the user may use synonyms, and it should adapt
accordingly.

4. Process the user’s request if the pieces of information provided are sufficient to build a
new rule. If not, the chatbot has to ask the user about the missing parts.

5. Create the rule and show it in action to the user to be sure the behaviour created is the
wanted one. If so, then it has to save the rule inside the system.



3. The pilot study

We are conducting a preliminary study to better understand how people could interact with the
chatbot we aim to build. The goal is to observe how people would try to express themselves by
creating rules through the chatbot. The main characteristics of this study are expressed below.

Multiple scenarios. We considered meaningful scenarios in which having such a
chatbot would be beneficial. We opted to begin with scenarios categorized by the level of
augmentation, thus selecting scenarios for AR and VR usage. These scenarios involve
automating a smart house and creating immersive interactions within a (virtual) museum,
respectively.
Scenario implementation. Our inital idea was to implement an ad-hoc scenario using
developing tools such as Unity and A-Frame, enabling the participants of the study to
interact with such virtual environments through state-of-the-art devices like Meta Quest
Pro or Microsoft HoloLens. This process could be time-consuming. Moreover, we aim to
explore how users would try to verbally construct their interactions. To achieve this, we
believe it is essential to create an environment where users feel comfortable (i.e. the ”real”
reality”) and can focus on the tasks to perform. We do think that wearing a headset with
reality augmentations may distract users from the task, which is the key aspect of this
study. We have chosen to simulate the virtual/augmented environments using real props
for these reasons. To help users distinguish between ”real” and simulated objects, we
will place a paper mark, with the icon of a user wearing a headset, above the surface of
the second type. Despite their inherent differences, we’ve planned the scenarios to be as
consistent as possible. In both scenarios, whether in the AR or VR environment, users will
initially familiarize themselves with the environment and its objects. Subsequently, we
will ask users to perform 4 automations in the AR scenario and 4 rules in the VR scenario,
consisting of 2 simple and 2 more complex ones. We will neither suggest nor condition
users on how to create these rules. The physical arrangement of objects is significant, as
users may attempt to create interactions solely with nearby objects. To mitigate this bias,
we’ve decided to permute the arrangement of objects throughout the study.
Wizard of Oz. Since this is a preliminary study conducted before implementing the actual
chatbot, we do not have a functioning system ready for user interaction. Consequently,
we have resorted to employing the Wizard of Oz technique. In this method, a researcher
will simulate the behavior of our chatbot. Before the study, the researcher-bot’s responses
and information have been predetermined. The researcher-bot will emulate a real chatbot,
attempting to extract specific information from complex user queries explicitly. If any
information is lacking to form a new interaction, the researcher-bot will directly inquire
the user, and so forth.
Think aloud. We utilized the ”think aloud” technique during the study to gain a deeper
understanding of the intentions and goals of the participants. Furthermore, considering
our anticipation that users will primarily interact with our chatbot through voice com-
mands in the future, it seems logical to replicate this mechanism in the preliminary study
as well.



3.1. The AR home automation

Each participant in the study will impersonate the owner of a smart house. The user’s goal
is to improve their daily routine by implementing some automation with the smart devices.
The automations are implemented through the researcher-bot, which simulates the chatbot
available with the augmented reality device (like Microsoft HoloLens or a Smartphone). The
smart device information will be available to the user through reality augmentations, simulated
in the scenario with paper notes handled by another researcher named ”guide”. We defined
five scenarios representing daily life needs that could be solved through automations identified
by users. Such scenarios involved different smart objects to have a broader coverage of smart
devices.

3.2. The Museum VR experience

The study’s participants will curate a VR exhibition on Nuragic and Mediterranean civilizations.
The user has to enhance the future visitor experience through a virtual tour. The visitor will
be able to see, and interact with the (virtual) archaeological finds, and they will have access to
materials associated with both artworks.

4. Conclusion and Future Work

This work aims to further improve the support of EUDevs in creating interactions within XR
environments. We observed that the literature work focused on supporting the EUDevs through
graphical interfaces, either in an immersive or desktop way. We want to allow people to freely
express their intentions through their voice, supported mainly by their gaze and pointing.
To achieve this goal, we will expand the ECARules4All library by supporting the taxonomy
annotations on physical objects and by handling a broader set of events for the ECA rules.
We have planned and organized the preliminary study, and the outcome may help us better
understand how our target users will interact without a chatbot. We will use the study insights
for modelling and validating the chatbot’s development.
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