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Abstract
Interest in leveraging Augmented Reality (AR) and Virtual Reality (VR) for educational enhancement is
growing rapidly, but widespread adoption faces significant challenges. Instructors, often not experts in
immersive experience development and constrained by time, struggle to create impactful XR instructional
content. This challenge underscores the need for accessible authoring tools to empower instructors to
efficiently create engaging XR content, facilitating broader adoption of VR and AR in education. Using
the Design Science Research Paradigm, developing a pedagogical XR content creation tool helped identify
practical challenges, revealing limitations in human-machine and machine-machine interactions. This
article proposes research directions in human-machine interaction, knowledge engineering, and artificial
intelligence to effectively address these challenges.

Keywords
content creation, extended reality (XR), semantic web, interoperability, authoring tool

1. Introduction

Extended reality (XR) technologies have emerged as a potent tool for training within the
manufacturing sector [1]. Immersive XR training demonstrates potential in enhancing worker
performance and fostering increased engagement [1]. XR comprises two distinct subcategories:
Augmented Reality (AR) and Virtual Reality (VR), each exhibiting its own continuum [2]. These
technologies have attracted considerable interest, particularly in the domain of training and
education. AR has attained a level of maturity conducive to meta-analyses regarding learning
outcomes [3, 4], while VR has undergone extensive exploration, leading to numerous literature
reviews concerning its educational applications [5, 6, 7]. Significantly, these technologies,
notably AR, are acknowledged for their capability in facilitating experiential and active learning
[8]. However, the widespread adoption of extended reality (XR) technologies encounters a
significant obstacle due to the intricate technicalities [9]. Addressing this challenge hinges
on the development of suitable authoring toolkits, which are instrumental in optimizing XR’s
application in education. Based on the experience in developing an authoring tool for XR
instructional content creation which eliminate the prerequisite for programming skills, it has
been identified various scientific locks. In the context of creating XR educational content and
using it for training purposes, it became necessary to work on the user experience for both
content creators and learners. However, reach a satisfying user experience would requires some
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technical improvement. The rest of this paper will present how the semantic web, Artificiel
Intelligence and model-driven engineering could contribute to the development of tools, keeping
in mind the benefits for end-users such as teachers and learners. These reflections are based on
the development of the HELP XR authoring tool and its experimental use in a training context
with engineering students learning how to operate machinery.

2. Background

2.1. Authroing Tool

Admitting the relative benefits of XR for training, these technologies require technical skills to be
implemented in the pedagogical context. A qualitative study with Saudi educators revealed their
awareness but lack of hands-on technical experience in educational XR [10]. It also indicated
instructors’ interest in minimal coding solutions for XR creation, yet noted that freely available
XR apps may offer limited educational value [10].

This highlights the need for authoring tools; however, it is still difficult to navigate through
the solutions that may exist. A primary issue is the limitation of experience to one specific
technology within certain authoring tools: either AR or VR, but rarely both [11]. A second issue
is the confusion surrounding certain classifications concerning content creation, its use and
the level of expertise required [12], or even the lack of reflection around content creation as a
factor in the acceptance of XR technology [13].

However, there is already a wealth of literature review on AR [8, 14], VR [15, 9] and XR [16]
authoring tools. This literature recurrently stresses the need to know how to program as a
prerequisite for adoption [16, 10]. However, scripting and GUI programming are also expected
[16, 8]. Beyond the ability to program behaviors and interactions, the positioning of content in
space and the sequencing of activities is another point of research, with immersive approaches
[17], non-immersive and possibly a combination of both [18]. Despite an abundance of literature
on authoring tools, few have been the subject of user studies to assess their relevance.[8].

2.2. Low code programming

To address the problem of simplifying application creation for non-experts, low-code and no-
code platforms have become a topic in the scientific literature [19]. The development of this
programmatic approach aims to address various challenges such as the shortage of skilled
employees, workflow automation to increase delivery time and quality while staying within
budget [19]. The Low-Code Development Platform (LCDP) represents a significant reduction in
manual coding, enabling faster deployment of applications using visual tools and the efficient
preparation of data to create multi-tier workflows [19]. It includes declarative languages,
dynamic graphical user interfaces, and visual diagrams. One of the most well-known examples
of low-code visual programming is Scratch [20].

Although low-code literature is increasing, research seems to mainly focus on technical
aspects rather than social aspects [19]. It is precisely these social aspects that aim to explore
usability problems during initial usage and testing [19]. The need for further research into
the usability of tools integrating low code was also highlighted by another literature review



based on 207 articles [21]. The concept of "low-code" is often accompanied by the notion of
model-driven development (MDD) and model-driven engineering (MED) [21].

2.3. Programming with Large Language Model

As for programming support, Large Language Models (LLMs) are currently being extensively
explored. The field of LLMs has surged in popularity since ChatGPT went online. Over recent
years, a plethora of models have emerged, often exhibiting exceptional overall performance
[22]. Consequently, a wide array of applications has emerged, including utilizing these models
as assistants [23]. They can be seamlessly integrated directly into Integrated Development
Environments (IDEs) like Github Copilot, OpenAI Codex, or freeware alternatives such as
Ollama integration. One critical factor influencing code quality is the quality of the prompt
used to generate the code [23]. To address this issue, domain-specific languages are emerging,
aiming to structure the process and ensure prompt quality [24]. One might question the need
for low-code and model-driven approaches if natural language is sufficient to produce code.
However, current research is focusing on simplifying the process of writing prompts using
block programming, thereby improving the control and efficiency of LLM use [25].

3. Methodology

On the one hand, there is ongoing work on authoring tools for creating XR content, which often
entail limitations due to the requirement for coding skills.efforts are being made to simplify and
streamline the software development process through low-code/no-code approaches and, more
broadly, model-driven devlopment. Additionally, this approach can potentially benefit from LLM-
based assistants. These considerations prompt us to question the future prospects of authoring
tools for XR content creation. Drawing upon the Design Science Research Paradigm and action
research, this reflection is based on experiences from the development and experimentation
involving learners and instructors.

3.1. Experimentation

The initial context for this research was to train students in the use of production machines
through AR and VR simulations as part of a design course. This training involved providing
step-by-step descriptions of machine procedures, along with visual indications of the actions to
be carried out and their locations. Additionally, there was a lack of available tools for creating
content that could be used in both AR and VR environments.

Inspired by model-driven development approaches, the creation of this content using the
Hybrid Extended Learning Platform (HELP XR) was designed to be achieved through an activity
diagram specifying different types of information, photos, videos, and actions required at each
stage. This information is linked to either the real machine or its 3D representation, depending
on the technology utilized.

This led to two experiments: the first focused on assessing the impact of the AR client on
learners, while the second aimed to evaluate the acceptability of the authoring tool among
instructors, specifically regarding their attitudes towards technology. The former experiment



involved 89 engineering students divided into two groups: one using AR-based learning and the
other receiving traditional instructor-led training. The latter experiment engaged 14 instructors
to assess the authoring tool.

4. Results

4.1. Instructor and learner experiment

The experimentation with learners revealed that students who learned with AR made as many
errors and mistakes as students who learned with an instructor. However, it was noted that AR
learners exhibited a potential automation bias, as their task reproduction was slower compared
to learners with instructors.

Regarding the experimentation with instructors, the evaluation of their interaction with the
authoring tools using UTAUT2 [26] and GCAS [27] resulted in an overall positive evaluation,
particularly in terms of "effort expectancy" and "facilitating conditions," regardless of their
attitudes towards technology. However, the "use behavior" factor is relatively low compared to
other factors, and the intention to use the tool is notably lower among individuals less inclined
towards digital technology. It means the system is relativly easy to use but not enough mature
to trigger a higher level of behavior change.

4.2. Development

Before delving into technical aspects of the Hybrid Extended Learning Platform (HELP XR),
the ambition of this project was to create an online platform that simplifies the process for
instructors to create their own XR training content. The initial use case focused on creating
machine tool training content accessible in AR, VR, and also in a non-headset form using
WebXR. The training content within the platform is interactive, allowing buttons to trigger
events and doors to be opened. Additionally, training can be conducted collaboratively with
multiple individuals in the same virtual environment. The HELP XR system consists of several
components (Figure 1). These components include an API, a web-based authoring tool, a WebXR
client, and specialized clients for different XR devices. At its core are the authoring tool web app
and the API, which enable content creation and data access across XR devices. The authoring
tool web app serves as the interface for creating training materials (through blocks in an activity
diagram as shown by Figure 2 left), uploading 3D models and multimedia files, and defining
artifact behavior as illustrated by Figure 2 right. The back-end includes an API and a database
for storing and processing training data. This API facilitates the import and reuse of 3D models
and multimedia files, and provides access to training information for XR devices.

Two types of XR devices were used: Microsoft HoloLens 2 and Meta Quest 2, each with its
own client app developed in Unity for accessing training in AR or VR, respectively. Additionally,
the WebXR app addresses accessibility concerns by allowing access to content similar to a
computer video game, as well as immersive content when accessed with VR devices.



Figure 1: Schematic representation of the components of HELP XR

Figure 2: Screenshots of the HELP XR authoring tool for training scenario definition (left) and 3D model
behavior (right)

5. Discussion

The development of the tool and its in-situ evaluation with learners and instructors led to the
identification of both technical and conceptual challenges. Although the system allows for the
creation of XR content that is accessible through AR, VR, and web-based interfaces, a primary
challenge is the generalization of this interoperability. This development was inspired by the
ARLEM standard [28]; however, its implementation has been subject to interpretation and is
primarily designed for augmented reality. Drawing on the model of the Semantic Web, creating
a vocabulary (Linked Open Vocabulary) similar to schema.org could enhance interoperability
between systems. Furthermore, given the increasing prevalence of 3D content on the web, such
a vocabulary could facilitate the extraction of knowledge embedded within these environments
from a Linked Open Data perspective. Consequently, the process of transcribing the ARLEM
standard into an ontology has been initiated. Nonetheless, several technical aspects require



validation, and the standard must be harmonized with existing vocabularies [29, 30].
The second issue concerns the formalization of training to create the environment that is

relevant to the instructional objectives. The original hypothesis was to use formalism inspired
by activity diagrams for the main scenarios and block programming for artifact behaviors.
The instructors’ evaluation showed that it was a relatively good decision but not sufficient to
achieve the desired level of "use behavior" according to the UTAUT2 evaluation. It could be
hypothesized that the activity diagram is not relevant for everyone. Furthermore, the current
tool is mainly limited to sequential closed-ended scenarios and is not adapted to pedagogical
objectives that require open-ended scenarios and extensive interaction with the environment.
With the increasing popularity and performance of Large Language Models (LLMs), another
human-machine interaction alternative to create pedagogical scenarios would be the LLM-based
assistant. This constitutes a research opportunity to evaluate the benefits of designing assistants
in this specific context of XR content creation, both from a technical and user experience
perspective.

The third challenge relates to the creation of 3D content. While simplifying the development
of XR training scenarios with customized interactions, this process requires users to import
3D models tailored to the specific situation—a skill not typically expected of instructors and
teachers. One potential approach is to revisit the possibilities of using AI to generate 3D models
suited for authoring systems. Neural Radiance Fields (NeRF) or Neural Graphics Pipelines
(NGP) [31] are solutions currently being developed to accelerate the process of 3D modeling
for videogames, for instance. However, in the context of complex interactive objects that could
be required for XR environments (such as machines with buttons), these solutions are not
sufficiently performant and produce only a single mesh. A research perspective would be the
hybridization of these approaches with a formal description of the expected 3D model in order
to create objects with components and potential ready-to-use interactions.

6. Conclusion

Building upon the development of the HELP XR tool and user experiments, this article suggests
three research directions for advancing authoring tools in XR. The first direction involves
exploring knowledge engineering to develop vocabularies specifically designed for XR environ-
ment descriptions, aligning with emerging standards and semantic web practices. The second
direction entails investigating the use of Large Language Models (LLMs) to support content
creators in crafting XR pedagogical scenarios. Lastly, the third avenue seeks to explore the
hybridization of generative AI for 3D models in order to streamline the creation of 3D models
suitable for XR interactions driven by training scenarios.
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