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Abstract
Empowering users - independently of their programming expertise - to create dynamic elements and
scenes of virtual environments directly while immersed in them has gained increasing attention in recent
years to reach the full potential of immersive technologies applicability. Immersive authoring tools seem
to be an outstanding solution to provide developers, creators, and researchers a natural way to program
their virtual environments, supporting their goals, needs, and creativity. The study of mental models
and reasoning strategies of users with different levels of expertise in programming while engaging with
these tools could shed light on potential, limits, and open challenges to create and design immersive
authoring tools that can effectively support individuals who work with immersive technologies. In this
paper, we present a study design that aims to investigate reasoning strategies and mental representations
of Virtual Reality researchers, developers, and creators while creating new dynamic scenes through an
immersive authoring tool named FlowMatic.
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1. Introduction

Recent advancements in Extended Reality (XR) systems – including Virtual Reality (VR), Aug-
mented Reality (AR), and Mixed Reality (MR) – have shed light on new opportunities and
potentials for immersive technologies employment in various fields such as research in educa-
tion [1], psychology [2], medical surgery [3]. As these technologies have become more readily
available, it is important to design tools that are flexible enough to be used in a wide range of
situations, allowing people to configure their extended reality according to their specific needs
and skills. Yet the flexible use of immersive technologies is challenged by the high creation
barrier such as requirements of specific programming skills, thus creating a potential gap in
distribution across different fields and limiting applicability opportunities. One promising
direction is to envision and develop appropriate authoring tools to enable end-users - regardless
of their programming expertise - to effectively program their virtual environment according
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to their needs, creativity, goals as well as physical and cognitive abilities (see [4]). This also
resonates with the goals of End-User Development (EUD) research field [5] that aim to empower
non-programmer users to create, modify, and define the behaviors of their digital artifacts.
However, enabling end-users, including people with little to no programming experience, to
create VR applications is uniquely challenging since it requires understanding of advanced
concepts, such as 3D graphics and modeling, as well as knowledge of different programming
approaches.

Traditionally, text-based programming languages have been the go-to choice for crafting
interactive scenes and behaviors in VR. More recently, commercial authoring environments
and game engines such as Unity or Unreal engine introduced the support of visual flow-based
languages (e.g., Unreal Blueprints1 to ease the development for inexperienced programming by
offering a more accessible and intuitive visual-oriented approach to programming within VR
environments, leveraging the extensive research conducted in the field of visual languages (e.g.,
[6]). However, these approaches come with limitations, since they operate in two-dimensional
interfaces and pose challenges for 3D development, such as grasping spatial relationships
and interactions within the 3D world and the need to go back and forth, from the editing
environment to the immersive environment, for live testing.

A potential approach to overcoming these challenges is known as immersive authoring
[7]. This concept involves users actively engaging in the creation, modification, and testing
of 3D content from within the VR environment itself, allowing for a direct and immersive
interaction with the virtual world. In recent years different visual-based immersive programming
environments have been created both from the academia [8, 9, 10] as well as in commercial
platforms such as Rec Room. For example, Zhang and Oney [8, 11] developed FlowMatic, an
immersive authoring tool that allows users to create interactive VR scenes by providing a set of
primitives that can be directly manipulated in a visual flow-based diagram in VR.

Immersive authoring tools have the potential to enable not only VR developers but also
beginners or non-programmers in crafting VR experiences, leading to a wider use of immersive
technologies across diverse fields [4]. However, understanding user mental models [12, 13]
remains underexplored. While developing immersive authoring systems is essential for advanc-
ing XR technology adoption, understanding user mental models ensures that these systems
align with users’ specific understanding, skills, and needs, considering how users mentally map
and respond to a spatially rich and multi-sensory environment. Investigating users’ mental
models during immersive programming tasks (e.g., [14]) can provide valuable insights into the
effectiveness of this approach, user requirements, potential improvements, and variations based
on users’ programming expertise as well as the embodied sensemaking [15] of the programming
task, which involves understanding how the immersive nature of programming in VR o AR
aligns with the way individuals physically interact with and comprehend their environment.

In this paper, we discuss a study design that explores the mental representations and reasoning
strategies of XR researchers, developers, and creators with varying levels of programming
expertise as they interact with FlowMatic [8]. In addition to their mental models, we set out to
investigate to which extent immersive flow-based programming can support users’ creativity
(see also [16, 17]). This research constitutes an essential step in designing more effective

1https://www.unrealengine.com/es-ES/



Figure 1: A screenshot of the visual flow-based diagram in FlowMatic [8].

solutions and maximizing the potential use of VR by both expert and non-expert users who
engage with this technology in their professional tasks.

2. The Study

We designed a first qualitative study to explore the mental representations and reasoning
strategies of XR researchers, developers, and creators during their interaction with an immersive
authoring tool - named FlowMatic [8]. Our goal was to understand the aspects that can facilitate
or hinder users’ strategies for programming within VR environments with this immersive
authoring tool. In particular, we aim to explore EUD’s limits and potentials in this context, along
with the relationship among participants’ programming experience, their mental representation
of the system functionality, and the perceived support to their creativity.

Participants. For this study, we plan to recruit XR researchers, developers, and creators with
varying levels of programming expertise. As VR can be widely used to conduct experiments
in different fields, we deemed researchers a motivated sample for using and programming VR
environments. We will recruit two groups of participants with different programming expertise:
(i) participants with no formal background in programming (beginners or non-expert group)
and (ii) participants with expertise in programming and a formal background (expert group).
The System. FlowMatic [8] is a tool that allows users to craft interactive VR scenes while

immersed in VR. It provides a set of programming primitives that can be directly manipulated
in a visual flow-based diagram (see Figure 1). Users can define the behaviors of virtual objects
by connecting them with the programming primitives in the visual diagram.

Task and Procedure. Participants will be involved in individual sessions in the laboratory,
lasting approximately 2 hours. Each session will be video and audio-recorded, then transcribed.
The setup will include a Meta Quest 2 HMD for immersing participants in the VR environment
they will program, a computer for recording the VR perspective of the participant (live casting),
and a video camera for environmental recording during the interaction.

After a description of the system (supported by an explanatory video), participants will
engage in a familiarization phase in VR through guided training with FlowMatic (same as
Task 1 in [11]). Then, we will ask each participant to program two VR dynamic scenes using
FlowMatic while thinking aloud [18] to elicit their mental models during the interaction with
the immersive authoring tool. In the first task, we will ask participants to watch a video



displaying a specific task and to recreate it in VR using FlowMatic. The video will display a
simplified version of the Posner cueing task (a well-known psychological paradigm used to
investigate the spatial orientation of visual attention; [19]). After the completion of the first task,
to assess the usability of the system, we will employ (i) the User Experience Questionnaire (UEQ;
[20]), and (ii) Six of the cognitive dimensions of notation (CDs; scales: Viscosity, Abstraction,
Closeness of Mapping, Hard Mental Operations, Provisionality, Progressive Evaluation [21])
used for usability assessment of visual languages (e.g., [22]). As a second open-ended task,
participants will be asked to create a new dynamic scene in VR using FlowMatic. This will
allow us to assess the degree of familiarity with the system and how FlowMatic can support
the creativity of researchers. We will adopt the Creativity Support Index (CSI; [23]) to assess
FlowMatic’s capability to support the creative process of users. For both tasks, we will measure
the participants’ number of errors and the completion time. Then, in a semi-structured interview,
we will explicitly ask participants about their reasoning strategies, FlowMatic’s limits, necessities,
potentials, and challenges. Finally, participants will be asked to complete a form (Qualtrics)
with simple questions about their experiences with VR/AR in work and non-work settings, their
research experience, programming languages, EUD systems, and some demographic information
(age, sex, education, etc.).

3. Discussion and Conclusion

In this paper, we presented the design of an exploratory study aimed at investigating reasoning
strategies and mental models of researchers with different levels of programming expertise
during their interaction with an immersive authoring tool named FlowMatic [8] for creating
interactive VR scenes. Our goal is to explore which aspects of this tool potentially and effectively
support the creation of new scenarios and the creativity as well as the expressiveness of users
with different backgrounds. Specifically, we believe that investigating mental models and rea-
soning strategies can shed light on how to design systems that can support not only developers
in creating VR environments but also non-expert users (e.g., researchers without a formal
programming background) who would like to use VR in their work. We expect that individuals
will be diversely supported in creating new scenarios based on their reasoning strategy and
mental representation [12, 24] and that the effectiveness of the created scenarios would lead to
greater expression of their creativity [25]. Overall, we anticipate that the immersive experience
of directly manipulating visual primitives and objects can support embodied sensemaking [15]
in programming tasks by offering a unique and intuitive experience that influences the mental
models of participants. We expect this to be particularly true for individuals who are more
naturally prone to grasp this physical/embodied dimension of the interaction.
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