
Deepfake Image Detection & Classification using
Conv2D Neural Networks
Debasish Samal1,†, Prateek Agrawal1,2,∗,† and Vishu Madaan1,†

1Lovely Professional University, Punjab, INDIA
2Shree Guru Gobind Singh Tricentenary University, Gurugram, Haryana, INDIA

Abstract
From past few years, rapid advancement of generative AI and fake image creation has evolved, using
deep learning. These AI generated fake images are still incredibly challenging to detect. A generative
adversarial network (GAN) can create realistic looking fake multimedia, such as images, audio, and videos.
So, the spreading of fake media creates panic in social communities and can damage the reputation of a
person or community by manipulating public sentiments and opinions towards a person or community.
Current studies have suggested using the convolution neural network (CNN) as an effective tool to fight
against deepfakes. This paper presents an improved CNN architecture, the Conv2D Model which is
trained on 1,40,000 images containing 70,000 real images and 70,000 deepfake images while most of
the approaches are using image datasets containing small number of images and pre-trained models to
show the fake detection accuracy. A sparse-categorical cross entropy and adam optimizer are applied
to enhance the CNN model’s learning rate. The proposed model produces an accuracy of 94.54% in
OpenForensics: Large-Scale Challenging Dataset For Multi-Face Forgery Detection and Segmentation
in-the-wild[1].
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1. Introduction

Artificial intelligence (AI) has made significant developments in various fields, such as computer
vision, speech analysis and generation in industries. In an equivalent way, deep learning
generative techniques have brought about a revolutionary change in audiovisual processing.
Recently, a relatively new phenomenon called deepfakes (DF) has appeared, enabling the
generation of artificial (fake) content based on digitally captured images & videos of individuals.
Deepfake involves capturing a person’s facial expressions, lip movements, and eye movements,
and overlaying them onto a different background to create a lifelike simulation of that person in
a fabricated scenario. As the global population becomes increasingly interconnected & reliant
on social media platforms, Deepfakes are being used more often to generate synthetic data of
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politicians, communities, actors, and media. This, in turn, contributes to the proliferation and
dissemination of fake news on social media.[2].

Figure 1: Deepfake image example 1, (left) Real image and (right) Fake image of Indian actress Rashmika
Mandanna, Source: https://indianexpress.com/article/

The deepfakes are so popular in use that every day these deepfake contents are releasing
and making headlines, interfering the privacy and destroying the reputation of the person. As
shown in Figure 1, the news went viral when indian actress Rashmika Mandanna caught in a
deepfake video showing exact facial expression and appearance which is hard to recognize if at
all known that it was a deepfake.

Figure 2: Deepfake image example 2, (left) Real image and (right) Fake image of Hollywood actor Tom
Cruise, Source: https://www.vice.com/en/

With the widespread use of platforms like Telegram, Instagram, Reddit, WhatsApp, and
Wikipedia for sharing images, it has become increasingly difficult to distinguish between
authentic photos and those that have been manipulated. The use of diverse photo-editing
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software complicates the process of verifying an image’s authenticity. Picture forgeries are
commonly created through splicing and copy-movement techniques. In photo montages’
copy-move forgery, a section of an image is illegally replaced with another section to obscure
significant details. By cutting and pasting a section from one image onto another, image splicing
forms a novel digital image. The main objective of forgery detection is to distinguish similar
regions in copy-move forgery and distinct areas in spliced images.

Figure 3: Samples of CASIA_V2 [3], (a) Real image and (b) Fake image

An effective deepfake detection system can accurately identify manipulated and synthetic
content that differs from authentic content. Current research publications emphasize the
development of a resilient deepfake detection scheme where, many existing approaches in the
literature exhibit weaknesses in terms of resilience, effectiveness in formulating the deepfake
detection model, & the incorporation of generalizability and legibility within the model.
The ability of a deepfake detection system to accurately find manipulation in both high-

quality and poor-quality image or video contents is crucial for its robustness. It is important
that the system’s effectiveness is not compromised by the resolution of the content being
analyzed. Typically, deepfake detection systems tend to perform less effectively when analyzing
low-quality content. Generalizability is achieved when each deepfake generation tool employs
unique methods to detect the deepfake contents. Interpretability is a critical aspect within the
domain of deepfake detection, where a model must have the capability to find the authentic
and manipulated regions within an image (such as a person’s face) and assign fake probability
labels to the corresponding face regions. This feature is essential as it empowers a system to
comprehend the complexities of artificially synthesized content and provides a clear rationale
for identifying differences in the images. Consequently, there exists a pressing need for robust
deepfake detectionmodels that can strike a balance between the aforementioned criteria. Several
notable examples of Deepfake tools include Faceswap, DeepFaceLab, Faceswap-GAN, DFaker,
StyleGAN, StarGAN, and Face Swapping GAN (FSGAN), among several others[4].

1.1. Main Contribution

Below are the main contributions of the paper:

• We delve into different strategies for detecting deepfake images through the utilization of
the improved frameworks, emphasizing both their strengths and drawbacks.
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• We give a fundamental study on the deepfake images, their creation and advancements
following detection works.

• We provide a convolutional neural network model (Conv2D) architecture to classify
deepfake images. The proposed model is trained over 1,40,002 training images and 39,428
testing images with 10,905 validation images used for image classification using the whole
Open Forensics dataset [1].

The following sections of the document are organized accordingly: In Section 2, we provide a
literature review of related works, featuring various deep learning models and discuss existing
deepfake detection approaches. In Section 3, we present current state of the art benchmark data
sets used widely for better accuracy of deepfake detection. In section 4, we tested our proposed
CNN Model and discussed the results in Section 5. Lastly, we summarize our findings in Section
6 and propose potential avenues for future studies to conclude the paper.

2. Literature Review

2.1. Deepfake

Deepfakes have gained widespread recognition primarily because of the convenience and
accessibility of various mobile applications and algorithms. These applications heavily rely
on deep learning methodologies, although there are also alternative approaches used. The
implementation of deep learning for data representation is a prevalent and extensively employed
method in modern times.

Deepfakes can jeopardize individuals’ and governments’ privacy and societal security. More-
over, they are a grave threat to national security, with democracies increasingly at risk. Various
methods and strategies have been developed to deal with the impact of deepfakes, enabling the
detection of such content and the implementation of necessary measures[5]. In contrast to the
identification of video deepfakes, which comprise a series of images, the primary objective of
deepfake image detection is to distinguish any image as fake or real. Recent research[6],[7],[3]
examines various biological indicators to identify deepfake images, specifically focusing on eye
and gaze properties that distinguish them. Additionally, the scientists integrated these attributes
to create unique signatures, enabling a comparison between genuine and manipulated images.
This analysis encompassed geometric, visual, metric, temporal, and spectral variances.

2.2. Deep learning models

2.2.1. Autoencoder

The Autoencoder was the first technology employed in the generation of deepfakes[8]. The
purpose of the model is to reproduce images it has been taught. The output is generated through
three successive stages: encoding, latent space, and decoding. The encoder compresses the
input pixels, encoding specific attributes like skin texture, color, facial expressions, open/closed
eyes, head pose and fine details, resulting in a smaller compressed image. The latent space
processes the compressed image, revealing patterns and structural similarities among the data
points. The decoder reconstructs an output by decomposing and interpreting the information
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Figure 4: Autoencoder Architecture

from the latent space. The decoder aims to reproduce an image as similar as possible to the
original.
An autoencoder can be utilized to exchange two faces as shown in Figure 4. Face B is

reconstructed to look like Face A by tracing the route indicated by the red arrows. Both faces
were encoded identically. Encoding common features enables similar positioning of faces in the
latent space for the encoder. Autoencoders can swap faces in the same image. To accurately
reconstruct Face B as similar to Face A, the decoder uses Face A’s latent space as reference. This
technique is used in DeepFaceLab, DFaker, TensorFlow-based deepfakes, and other deepfake
technologies[7].

2.2.2. CNN

The convolutional neural network (CNN) is a specific type of neural network that is designed
to learn feature engineering by optimizing filters. This regularization technique allows CNN to
automatically capture relevant features from input data without the need for manual feature
engineering. As mentioned in Fig 5, CNNs consist of convolution layers, pooling layers, and
output layers. CNNs are commonly used in tasks such as fake photo detection and object recog-
nition because they excel in extracting features using principles of linear algebra, particularly
matrix multiplication, to identify patterns in images.

Figure 5: General Architecture of CNN
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Studies of [2] show an improved dense CNNmodel which focuses on high generalizability and
detection accuracy over GAN generated image datasets. Similarly, Zhu et al.[9] proposed a deep
learning model for detecting deepfake images using CNNs to extract frame-level features and
detect forgeries. The method was evaluated using a large dataset of forged images from various
sources, and it yielded favorable results for the project. Earlier research by Wang et al.[10]
present an approach that reveals images containing synthetic faces generated by deep neural
network models. By analyzing the entire image, the convolution network initially extracts
several low-level features through multiple layers, which subsequently combine to form more
intricate features via a succession of convolution layers. CNNs can capture more comprehensive
information from images due to the composition of their high-level features from multiple
low-level features.

2.2.3. GAN

GAN is one of the best techniques for artificial image detection in computer vision. Their core
principle is based on game theory[11], In a generator-versus-discriminator competition, the
generator generates the samples. The discriminator’s task is to differentiate between real and
generated samples.

In GANs, both the generator and discriminator learn concurrently: the generator generates
artificial images following the dataset distribution, while the discriminator distinguishes between
real and fake images. After numerous training iterations, the generator network produces images
that closely resemble real images, while the discriminator network learns to distinguish between
these produced images and real ones.

The discriminator model within Generative Adversarial Networks (GANs) is responsible for
classifying an input example from the problem domain, whether it is a real instance or one that
has been generated. Its main task is to predict a binary label, distinguishing between real and
fake. Generative Adversarial Network (GAN) architecture is the progression of arranging and
planning the structure of GANs to enhance their performance.

Figure 6: Basic Architecture of Generative Adversarial Network

This technology, called GANs, was first invented in 2014 by [12], see Fig 8. In the past few
years, people have made big advancements in generating and detecting gan produced fake pic-
tures.In the work by [13], the authors present an approach for detecting GAN-generated images
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through the generalization of an unsupervised domain adaptation model. The results shows sig-
nificant generalization accuracy improvement over StyleGan[14], StarGan[15], StyleGAN2[16]
and PGGAN[17].Zhang et al.[18] developed AutoGAN, a system capable of replicating the
synthetic imperfections found in GAN-generated images. This model incorporates upsampling
techniques. Also In 2023, Monkam et al.[19] introduced the G-JOB GAN model which achieved
95.7% accuracy using a 4096-image dataset from the CelebA dataset.

Table 1
A qualitative analysis of existing deepfake image detection approaches

Sr.
No

Author Year Journal Dataset Methodol-
ogy

Accuracy
in %

Remarks

1 Patel et
al.[2]

2023 IEEE Access StyleGAN Deep-CNN 95.33 Proposed model detects spe-
cific GAN model datasets
only

2 Zhu et
al.[9]

2023 IEEE Trans-
actions on
Information
Forensics and
Security

CELEB A,
LFW

IAP 94 Limitedly tested on two
datasets majorly and fo-
cuses more on face protec-
tion

3 Ju et
al.[20]

2023 IEEE Trans-
actions on
Multimedia

DF3 CUS-
TOM
DATASET,
LSUN

GAN-DCT 90.6 It combines multi scale
global features with infor-
mative local features of
images

4 Wang et
al[21]

2023 Mathematics
MDPI

FF++
CELEB-
DF UADFV

CNN, Fre-
quency
Domain
Analysis

72.27 It only uses on low quality
compressed fake images and
Generalized AUC score is
just 72 percent.

5 Khalil et
al.[22]

2023 IEEE Access AttGAN
GDWCT
StyleGAN
StyleGAN2

Deep-CNN 94.67 only GAN generated image
datatsets were taken and fo-
cused on high generalizabil-
ity

6 Panigrah
et al.[3]

2023 Revue d’In-
telligence
Artificielle

CASIA v2 Ensemble
approach of
Pre-trained
CNN mod-
els

90.09 Methothology is optimal
for Copy-move and splicing
type images

7 Raza et
al.[23]

2022 Applied Sci-
ences MDPI

AKAGGLE
DATASET by
The Dept. of
Computer
Science,
Yonsei Uni-
versity

Deepfake
predictor
DFP based
on a hybrid
of VGG16
and CNN

95 The suggested approach out-
did transfer learning based
techniques.

8 Guarnera
et al.[24]

2023 Journal of Imag-
ing

Combined
Images
from CelebA
FFHQ GAN

EfficientNet
DCT

89.30 The dataset consumed is
very complex for various at-
tacks on images like scal-
ing,JPEG compression, rota-
tion etc.

9 Tang et
al.[25]

2021 Security and
Communica-
tion Networks

CELEB A Fake Image
Discrimi-
nator FID
DWT Style-
GAN2

91.22 The study mainly exam-
ines GAN synthesized im-
ages where as earlier stud-
ies worked on small sized
datasets.

10 Shad et
al.[4]

2021 Computational
Intelligence
and Neuro-
science

Flickr Style-
GAN

CNN
models
DenseNet
VGGNet
ResNet
VGGFace

90 The study helps to detect
deepfake images from a
large dataset of over one
lakh forty thousand im-
ages with implimentation of
eight CNN architectures.
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3. State-of-the-Art Datasets for Deepfake Image Detection

Avariety of Deepfake visuals have been created over last few years utilizing different frameworks
including AttGAN, StarGAN, GDWCT, StyleGAN, and StyleGAN2. The image datasets listed
below are primarily utilized for deepfake image detection purposes:

1. CelebA 202,599 high-quality images of celebrities are present in the dataset, accompanied
by detailed annotations.[26]

2. The FF++ The dataset comprises 1000 authentic video sequences that were modified using
four automated face manipulation techniques: FaceSwap, Face2Face, Deepfakes, and
NeuralTextures.[27]

3. LSUN The dataset contains around one million face images that have been labeled.[28]
4. The CELEB-DF, 590 YouTube videos representing a mix of ages, ethnicities, and genders

make up the dataset. Furthermore, it contains 5639 DeepFake videos that replicate the
original content.[29]

5. The HFF The dataset contains a significant amount of synthetic facial images, consisting
of more than 155,000 face photos.[30]

6. The DigiFace-1M The dataset consists of an extensive collection of over one million
artificial facial images, covering a broad spectrum of diversity.[31]

7. AttGAN is a well-built dataset of over 30,000 images.[32]
8. StyleGAN image dataset contains over 7000 synthesised images[33]
9. StyleGAN2 dataset covers 100,000 fake face images[34]
10. OpenForensics: Multi-Face Forgery Detection And Segmentation In-The Wild dataset [1]

consists on over 1,90,000 real and fake images.
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4. Proposed Conv2D Model

This section describes the CNN architecture proposed herein Fig 7, which combines convolu-
tional and pooling layers. Convolutional layers extract image features, while pooling layers
reduce the dimensionality of the feature maps. After being processed by the convolutional
layers, the feature maps are flattened and combined into a one-dimensional array for input
to the fully connected layer. The output layer determines the subsequent class after the fully
connected layer processes the input image. In a similar way, the proposed Conv2D model
presented in this study is designed for binary image classification tasks.

Figure 7: Flow Diagram of the Conv2D model

The Conv2D model carries out the deepfake image detection divided into five phases.

1. Dataset Collection involves the collection of authentic data as the initial task of any deep
learning model.

2. Data Preprocessing begins with resizing the images and augmentation to increase the
diversity of the dataset.

3. Model Training starts by using the preprocessed images to train the deep learning model,
which is the Conv2D model here. So that the model should learn to distinguish between
the features present in real and fake images.

4. Model Evaluation is the fourth phase, where we evaluate the trainedmodel using a separate
validation dataset to recognize its performance in distinguishing between real and fake
images. Metrics such as accuracy can be used for evaluation.

5. Deepfake Image Detection happens once the model demonstrates satisfactory performance,
then we deploy it to classify new and unseen images as real or fake.

5. Results & Discussions

In this section, we discuss the effectiveness of the suggested design and the outcomes obtained.
Each layer of the model helps in efficient training in the following ways:
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Table 2
Conv2D model output dimensions and no. of parameters for each layer

Layer Type of layer Output Dimension No. of Parameters

1 Conv2D (None, 148, 148, 32) 896
2 Max Pooling2D (None, 74, 74, 32) 0
3 Conv2D (None, 72, 72, 64) 19496
4 Max Pooling2D (None, 36, 36, 64) 0
5 Conv2D (None, 34, 34, 128) 73856
6 Max Pooling2D (None, 17, 17, 128) 0
7 Flatten (None, 36992) 0
8 Dense-1 (None, 1064) 39360552
9 Dense-2 (None, 2) 2130

Total params 39,455,930

Trainable params 39,455,930
Non-trainable params 0

• A 3x3 convolutional layer containing 32 filters initiates the model. The activation function
for this layer is ReLU (Rectified Linear Unit). This layer receives a 150x150 RGB image as
input.

• The second layer is a max pooling operation with a pool size of 2x2. This layer compresses
the input’s spatial dimensions by selecting the maximum value within a given window
determined by pool size.

• A 3×3 convolutional layer with 64 filters and ReLU activation is implemented as the third
layer.

• The fourth layer is another max pooling layer with a pool size of 2×2.
• The fifth layer comprises a convolutional structure with 128 filters of size 3×3, all applying
the ReLU activation function.

• The sixth layer is a max pooling layer with a 2x2 pool size.
• Flatten Layer is the seventh layer that converts the 2D matrix into a 1D vector.
• The eighth layer consists of 1064 neurons, fully-connected to the previous layers, and
employs the ReLU activation function.

• The final dense layer comprises 2 neurons representing the two classes, ’Fake’ and ’Real’,
and is activated by the softmax function to deliver probabilities.

This design takes advantage of CNNs to extract hierarchical features from images, which are
then utilized for the binary classification task. By incorporating multiple convolutional and
pooling layers, the model is able to grasp complex patterns in the data. The dense layers at the
end of the model carry out the final classification by leveraging these learned features.
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5.1. Simulation Setup

The model’s training, testing, and implementation was done using the TensorFlow and Keras
libraries in Python, which is carried out on an Intel Core i7-11th generation CPU. We conducted
the trials using a graphics processing unit (GPU) from NVIDIA GEFORCE RTX 3060 equipped
with 16 gb of random-access memory (RAM).

5.2. Dataset Description

We have chosen to utilize the OpenForensics dataset [1], which has data on over 1,90,000 real
and fake images.OpenForensics is the initial extensive dataset that poses a significant challenge.
This dataset is designed with face-specific rich annotations explicitly for face forgery detection
and segmentation. The OpenForensics dataset has great value for research in both deepfake
elimination and general artificial face detection because of its rich annotations. It is a balanced
dataset of resolution 256×256 pixels. The training, testing, and validation images are divided into
two classes namely real and fake containing a total of 140002, 39428 & 10905 images respectively.

Figure 8: Example real and fake Images from Dataset[1]

123



5.3. Evaluation metrics and Discussions

In our experimentation, we use Accuracy scores to measure the model’s performance.Accuracy
is one of the most used evaluation metric in machine learning, especially for classification
problems like image classification using Convolutional Neural Networks (CNNs).

The proportion of correct predictions to total number of predictions is the measure of accuracy.
Mathematically, it can be expressed in equation 1:

Accuracy = Number of Correct Predictions
Total Number of Predictions

.

In a binary categorization problem, this can also be written as:

Accuracy = TP + TN
TP + TN + FP + FN

(1)

where:

• TP represents correctly identified positive instances.
• The count of correctly identified negative instances is referred to as TN.
• False positives, FP, represent instances classified as positive when they should have been
negative.

• False negatives, FN, represent incorrectly identified negative instances.

Accuracy is a straightforward metric that provides a general measure of how well a model is
performing across all classes. In the context of image classification with CNNs, accuracy can
give us a quick understanding of how well our model is able to correctly classify images. For
our Conv2D model, we have used a sparse categorical cross entropy and the adam optimizer
to increase the model’s learning rate. Spanned over 10 epochs and validation batch size of 50
we were able to achieve 99.36% training accuracy and 94.54% validation accuracy as shown in
Figure 9 . The model loss over time is shown in Figure 10.
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Figure 9: Conv2D model Accuracy

Figure 10: Conv2D model Loss

Different DeepFake detection models [3, 24, 4] are trained on various datasets containing
noticeable artifact characteristics like low resolution, color discrepancies, and visible boundaries.
These learned features might not be effective when applied to the high-quality DeepFake dataset
like OpenForensics[1], leading to a decrease in performance. In addition, from the experimental
results it can be observed our model’s accuracy maintains over an average of 90% which can be
considered reasonable with respect to the latest deepfake image detection models. Our model is
able to achieve such reasonable accuracy over such a large scale dataset.
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6. Conclusion and Future Work

Detecting deepfake content has always been a challenging task due to its unique level of abstrac-
tion. Traditionally, the problem is categorized as a binary classification issue, distinguishing
between prestine and deepfake labels. To address this issue, a CNN-based Conv2D architecture
has been proposed in our research to effectively identify deepfake images. The architecture has
demonstrated an impressive accuracy of 94.54% when trained on the extensive OpenForecsics
dataset[1], which consists both class of real and fake images. Despite observing an increase
in model loss over time, the accuracy of the model remains excellent over validation data.
Furthermore, this work can be expanded to classify open image datasets and video deepfake
content. For video deepfake detection, the model can process each frame by extracting the
face, cropping it, and then applying the model to detect deepfake falsifications. A pipeline
can be created to implement this process for handling video data. The proposed CNN-based
model, which utilizes diverse data augmentation methods, demonstrates strong performance
and equilibrium across the dataset.
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