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Abstract
Effective and prompt detection of apple leaf diseases is key to their prevention and treatment, as
well as to determine the extent of the damage caused. Today, this task is difficult due to the limited
number of available methods and tools. Automated disease detection methods can improve fruit
quality and reduce human error. This paper proposes the use of an improved convolutionl neural
network  consisting  of  15  layers.  To  achive  maximum  accuracy  in  identifying  and  classifying
diseases of apple leaves, it’s proposed to use the CNN as a basic for the Single Shot Detector (SSD)
algorithm. Benchmarking with models such as AlexNet and ResNet-50 showed that the proposed
model achieves an accuracy of 96.62%, which outperforms other similar models.
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1. Introduction

Diseases of agricultural crops significantly affect the yield and quality of the crop, which leads
to a decrease in farm economic indicators [1]. Given the variety of diseases, detection of fruit
diseases using traditional methods becomes problematic, leading to negative consequences [2,
3]. Therefore, an important problem is the timely detection of symptoms of diseases in the
initial stages for their effective control [4]. To solve these problems, it is important to develop
automated methods for detecting and identifying diseases at a stage when they can still be
successfully  treated [5,  6,  7].  Sometimes  farmers do not  notice  diseases  or  have difficulty
identifying them, which can lead to loss of control over the condition of the crop [8, 9].

The basic idea of automatic disease detection is to analyze the specific characteristics of
images  that  indicate  the  presence  of  a  disease  and  to  classify  these  images  using  an
appropriate classifier [10, 11]. However, the disadvantage of this approach is that the image
preprocessing process  is  quite  complex and slow. Accordingly,  there is  a  need to use the
Convolutional  Neural  Networks  (CNN).  These  networks  are  often  used  for  image-based
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research, which efficiently identify key features of images [12, 13, 14]. CNN minimizes pre-
processing and image manipulation by combining feature extraction and image recognition
using convolutional and pooling layers, as well as a Softmax classifier. This type of neural
network is mainly designed to classify two-dimensional images with various transformations
such as scaling, displacement, and distortion. The original image can be used directly as input
data for classification without the need for complex pre-processing typical of traditional image
classification methods [15,  16].  In this study, a 15-layer CNN model was used as the base
model for the Single Shot Detector (SDD) algorithm to detect apple fruit diseases.

2. Related Work

2.1. Dataset 

The study included a detailed analysis of apple leaves to detect the presence of diseases such
as black rot, cedar rust and apple scab. A public dataset consisting of 480 images of infected
leaves was used for this purpose. The distribution of data for each type of disease is shown on
Figure 1.

Figure 1. Dataset distribution

In order to train and test the SSD model, which was used to detect disease in images, it was
necessary to carry out an annotation process. For this, the Image Labeler tool, available in the
MATLAB  environment,  was  used.  This  tool  provided  a  convenient  and  efficient  way  to
classify images by highlighting regions of disease using rectangles. Examples of annotated
images were demonstrated on Figure 2.



Figure 2. Annotated data examples. (A) Sample annotated Black Rot infected apple leaf. (B)
Sample annotated Cedar Rust infected apple leaf. (C) Sample annotated Scab infected apple
leaf. (D) Sample annotated healthy apple leaf

2.2. Model and algorithm

Among all known neural network models, convolutional neural networks are considered to be
one of the most effective models for image and audio processing. They are widely used in
tasks such as pattern recognition, image restoration, video analysis, music signal processing,
and speech recognition [17,  18,  19]. There are three main types of layers in convolutional
neural networks [20, 21]. The first one is a convolutional layer, which is used to detect various
features  or  features  in  an  image,  such  as  borders,  textures,  and  other  local  features.  A
convolutional layer can be followed by pooling layers or additional convolutional layers to
further extract significant features and reduce the representation size [22, 23, 24]. The image
processing  process  is  completed  by  a  fully  connected  layer,  which  is  responsible  for  the
classification of objects in the image. As the data passes through the different layers of the
convolutional neural network, the model is able to gradually recognize increasingly complex
objects in the image, starting with simple features such as color or shape, and ending with full
object identification.

The Single Shot Detection (SSD) algorithm is an important tool for computer vision and
image  processing [25,  26].  It  is  used  to  detect  objects  in  images  for  automatic  pattern



recognition, video analysis, and implementation of artificial intelligence systems in areas such
as autopilots, video surveillance, and facial recognition [27, 28]. The main idea of SSD is that
in one pass of the network it  performs both object detection and their classification. This
means that SSD can simultaneously determine which objects are present in the image and
assign them the appropriate classes, for example, a person, a car, a bicycle, etc [29, 30] This
approach significantly saves time compared to other algorithms that require separate steps for
detection and classification. One of the important advantages of SSD is its high accuracy even
when  processing  low-quality  images.  This  makes  it  particularly  useful  for  real-world
applications where the image may be blurry or have low resolution [31,  32,  33].  Another
important feature of SSD is its real-time use, especially in areas where speed is important,
such  as  video  surveillance  systems  and  automotive  security  systems [34,  35,  36] This  is
achieved thanks to the use of effective algorithms and optimization of the object detection
process. The basic structure of SSD algorithm is shown on Figure 3.

Figure 3. Structure of Single Shot Detector algorithm

3. Proposed model

To optimize the performance of  the model,  a  modified convolutional  neural  network was
proposed. It is crucial for the quality of image processing. This layer is the foundation upon
which all input processing work is based. It also affects the process of object recognition and
their further classification. In the context of the paper, this solution is a key component to



ensure optimal network operation. Figure 4 shows a schematic representation of the proposed
convolutional neural network structure.

Figure 4. Proposed CNN strucutre

To achieve the maximum performance of the model, it was combined with the  Single Shot
Detector  (SSD)  algorithm. The architecture  of  the proposed  convolutional  neural  network
combined with the algorithm is schematically shown in Figure 5.

Figure 5. Architecture of proposed CNN with SSD



3.1. Input layer

This stage represents the initial process of neural network operation, when data is entered
into the network for processing. Each function in the input layer transmits the received values
to the neurons in the first hidden layer sequentially, from top to bottom. Each neuron then
computes a weighted sum input by adding each input value multiplied by the corresponding
weight. After summing these values, they are passed through the activation function. After
that,  the  processed  data  is  forwarded  to  the  subsequent  layer  of  the  neural  network  for
additional processing.

3.2. Convolutional layer

A convolutional layer is used to extract essential feature maps from the input images. The
input data of the first  convolutional  layer is the original images,  and for each subsequent
convolutional layer, the input data is taken either from the pooling layer or directly from the
output  of  the  last  convolutional  layer.  The  output  value  for  each  layer  in  CNN  can  be
expressed in Equation 1 as follows: yn=f ( tn ), (1)

where f  is an activation function and tn is calculated as follows:f ( tn )=xn−1∗Wn+bn , (2)

where xn−1is output of the previous layer, Wnis weigh and bnis a bias in the convolutional
layer, which is usually a sigmoid function.

3.3. Normalization layer

Normalization of the input data is performed by small batches using such a deep learning
technique like batch normalization [37]. It helps to accelerate the learning of the network.
This  process  helps  to  solve  the  problem  of  internal  covariate  shifts,  where  the  input
distribution of each layer changes during training, which leads to the degradation of network
performance.  Batch  normalization  also  makes  the  network  more  robust  to  changes  in
initialization. It has become a standard component of deep neural networks and is widely used
in various architectures.

3.4. ReLu layer

Rectified  Linear  Unit  (ReLU)  is  a  non-linear  activation  function  widely  used  in  neural
networks.  It  performs the  function  of  replacing all  negative  values  with  a  decrease.  It  is
activated only when the node's input exceeds a certain threshold. This function introduces
nonlinearity into the network, allowing it  to express more complex relationships between
inputs and outputs. One of the advantages of ReLU is its simplicity and speed, after which it
does  not  require  large  computing  resources  to  compute.  In  addition,  you  will  avoid  the
gradient exhaustion problem that can occur when using other activation functions. The use of
ReLU makes it possible to learn deep neural networks faster, after which the activation of
nodes occurs faster when the threshold value is exceeded, and is omitted in the calculation of



exponential functions. Thus, it contributes to increasing the speed of learning and reducing
computational costs. One of the main problems with the ReLU activation function is that it
continuously resets all negative values to zero, which can limit the model's ability to learn
effectively  from the  data.  However,  this  problem  can  be  easily  solved  by  using different
variations of the ReLU activation function. ReLU formula is expressed in Equation 3 as:f (y )=max (0 ,y ) , (3)
where y is input value in the layer.

3.5. MaxPooling layer

This layer is designed to reduce the spatial dimensions of the feature maps that result after
using a convolution layer, while preserving the most important features. It takes the feature
map from the previous convolution layer and applies a max pooling operation to it using a
specific window and step, resulting in a reduced feature map. This reduced feature map is fed
to the next layers of the convolutional neural network. This layer requires two parameters:
window size and stride. For a feature map with dimensions H * W * C, the output size is
expressed in Equation 4 as: f (h )∗f (w )∗c , (4)

where c is a number of channels in the feature map, h is a height of feature map, w is a
width of feature map and f (x ) is: f (x )= x−s+1l , (5)

where s is a size of filter and l is a stride length.

3.6. Softmax function

The main purpose  of  Softmax function is  to  represent  confidence  probabilities  for  neural
network outputs by scaling values from 0 to 1. The function takes a vector of n real values and
transforms it  into  another  vector  of  n real  values  with  a  total  of  1.  This  process  allows
network to transform the layer's input values, which can be positive, negative, zero, or even
greater than 1, to values in the range 0 to 1. Small or negative inputs will be converted to low
probabilities, while large inputs will be converted to high probabilities.

The Softmax function can be mathematically described as follows: for each element of the
vector y (Equation 6), using the exponential function, we divide the exponent of this element
by the sum of all the exponents of the vector  y. This gives us the probability  yi given all
elements of the vector (Equation 7).y=(y1 , y2 , y3 ,… , yn ) , (6)

softmax (yi )= expyi
∑j=1
n expy j , (7)

where y iis an element of vector y.



3.7. Output layer

The last layer of the neural network is the output layer, which generates predictions for the
output.  This  layer  applies  its  own  set  of  weights  and  biases  before  forming  the  final
prediction. Some issues may have different activation functions for hidden and output levels.
For example, in classification issues, softmax activation is used to derive finite classes. Figure 7
shows a brief description of the proposed convolutional neural network (CNN) architecture.

Figure 7. Proposed CNN structure

4. Experiments

This section contains the details of the experiments conducted in the study. The results of the
experiments are also provided, which include the analysis of the obtained data, comparison
with other methods, the quality of the model and its performance. A public dataset were used
for the experiments [38]. This dataset contains 480 images of apple leaves with the following
diseases  –  black  rot,  cedar  rust  and  scab.  To  train  CNN,  images  were  annotated  using
MATLAB Image Labeler.

4.1. Precision

Precision is  one of the key metrics for  determining the effectiveness of a neural  network
model. It is measured by the ratio of the number of samples with a positive result that were
correctly identified as positive to the number of samples with a positive result. Precision is an
important  measure  of  model  performance,  especially  in  cases  where  classes  are  unevenly
represented in the data set. Precision is defined in Equation 8 as:P= TnTn+Fn , (8)

where Tn is a number of positive samples that were correctly identified, Fn is a number of
times negative samples were incorrectly recognized as positive.

4.2. Accuracy

The accuracy or percentage of correctly identified images in all cases is a measure that reflects
the effectiveness of correctly detecting images.  It measures the proportion of samples that
were correctly classified relative to the total amount of data in the test sample. This metric
represents the proportion of correctly classified images to the total number of images in the
dataset. Accuracy is defined in Equation 9 as:



A=Tp+TnN , (9)

where Tp and Tn is the number of positive and negative samples, respectively, that were
correctly identiefied, N is a total amount of samples in the dataset.

4.3. Mean average precision

Mean  Average  Precision  (mAP)  is  a  metric  used  to  evaluate  the  performance  of  object
detection  or  information  retrieval  algorithms  in  pattern  recognition  and  other  fields.  It
measures the average value of precision for each positive object that was found in the process
of testing the model, at different cut-off levels and the average value of this precision for all
objects. It is used to compare different models and algorithm parameters in object detection
and information retrieval. Mean average precision is expressed in Equation 10 as:

mAP=APN , (10)

where N is a total amount of samples in the dataset and AP is expressed in Equation 11 as:

AP=∑t=1t=N APt , (11)

where APt is the average precision of object class t .
5. Results

The experiments showed that the proposed model with the SSD algorithm demonstrated the
following results:  precision - 0.9823,  mean average precision- 0.9895 and accuracy - 0.9751.
The performance evaluation of the proposed CNN model with SSD is presented in Table 1.
The comparison results of the proposed model with ResNet-50 and AlexNet are presented in
Table 2. 

Table 1
Performance of the proposed model

Metric Result
Precision 0.9823

Mean average precision 0.9895
Accuracy 0.9751



Table 2
Models comparison

Precision Mean average precision Accuracy
Proposed CNN 0.9823 0.9895 0.9751

Alex-Net 0.9431 0.9425 0.9637
ResNet-50 0.9812 0.9853 0.9720

The experimental data set included apple leaf diseases such as black rot, cedar rust, scab as
well as healthy apple leaves. Table 3 demonstrates the effectiveness of the proposed model for
each class of diseases.

Table 3
Performance of the proposed model for each class of the data

Precision Mean average precision Accuracy
Black rot 0.9420 0.9412 0.9425

Cedar rust 0.9605 0.9553 0.9612
Scab 0.9741 0.9703 0.9752

Healthy 0.9849 0.9813 0.9858

Figure 8 shows examples of experiments and their results, which reflect the confidence of
the model in detecting  apple  leaf diseases.  Using the proposed model,  infected areas on the
leaves were detected and highlighted.

Figure 8. Sample experiment results



6. Conclusions

The problem of detection diseases of apple leaves using neural networks was considered.
The general structure of convolutional neural networks (CNN), which are used for efficient

image and audio processing, as well as well-known neural networks that solve the similar
problems, was analyzed.

To optimize image processing performance, a modified convolutional neural network that
implements the Single Shot Detector (SSD) algorithm was proposed. The developed model was
trained on a public dataset. The model showed classification accuracy level of 96.62% on the
test data which is much higher than the accuracy of similar models.

7. Appendices
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