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Abstract 
Target recognition is a priority in military affairs. This task is complicated by the fact that it is 
necessary to recognize moving objects, different topography and landscape create obstacles for 
recognition. Combat actions can take place at different times of the day, accordingly, the lighting 
angle and general lighting must be taken into account. It is necessary to detect the object in the 
video by segmenting the video frames and to recognize and classify it. In the work, the authors 
propose the development of a target recognition module as a component of the fire control 
system within the framework of the proposed information technology through artificial 
intelligence use. The YOLOv8 pattern recognition model family was used to develop the target 
recognition module. The data was collected from open sources, in particular, from video footage 
posted in open sources on the YouTube platform. The main task of data pre-processing is the 
classification of three classes of objects on video or in real-time - APC, BMP, and TANK. The 
dataset is formed using the Roboflow platform based on marking tools and, subsequently, 
augmentation tools. The data set consists of 1193 unique images - approximately equally for each 
class. The training was conducted using Google Colab resources. 100 epochs were taken to train 
the model. The analysis is carried out according to mAP50 (mean Average Precision as 0.85), 
mAP50-95 (0.6), precision (0.89) and recall (0.75) metrics. Large losses are present because the 
background was not taken into account in the study - training the module based on validated data 
(images) of the background without the technique. This will be the next step. It is also necessary 
to expand the classification of objects of military equipment. 
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1. Introduction 

Today, the leading armies of the world strive to increase the capabilities of their main 

models of equipment and weapons by modernizing the existing fleet or developing the 

latest models. Automatic target recognition (Automatic Target Recognition Unit) is the 

ability of an algorithm or device to recognize targets or objects based on data received from 

sensors, including video surveillance, for example from unmanned aerial vehicles (UAVs), 

such as drones, or from video - recorders on combat vehicles. On the other hand, due to the 

increased use of UAVs for reconnaissance by the enemy, the security and privacy of many 

critical locations may be compromised. Therefore, they are also a legitimate target for fire 

control detection. 

Target recognition information technology is a key component in cruise missiles and 

UAVs, as well as in the development of combat robots or sapper robots. Automatic target 

recognition is used not only in military affairs but also, for example, in the organization of 

searching for people/objects (at sea, in the area of natural disasters, fires, etc.). 

The task of automatic target recognition in combat conditions is complicated by several 

factors, in particular: 

1. Possible movement of the recognized object; 

2. The movement of the object (combat vehicle or UAV), from where the video 

surveillance and further recognition of the targets originates; 

3. Different weather conditions; 

4. Different topography and landscape, including forest strips; 

5. Presence of other objects that are potentially not targets (buildings, 

downed/destroyed combat vehicles, parts of structures such as bridges, etc.); 

6. Lighting; 

7. Potentially, the object being recognized is not an enemy; 

8. Part of the recognized object is hidden behind obstacles; 

9. The observation angle for different objects is different (for UAVs from top to bottom, 

for combat vehicles not only forward/around, but upwards for UAVs, for example). 

As you can see, lighting conditions, different sizes of objects, moving backgrounds and 

various background contrasts significantly affect the quality, efficiency and speed of object 

recognition from video surveillance [1-2]. It is necessary not only to detect the object in the 

video by segmenting the video frames, but also to recognize and classify it (for example, a 

drone or a bird, a car or a building, etc.), and this is usually during the movement of both the 

surveillance object and the object-observer under adverse conditions in real-time. 

Detecting flying objects or objects moving in adverse conditions in the video is different 

from standard object detection because the size of a stationary/moving/flying and/or 

partially hidden object behind another object is constantly changing in frames depending 

on its distance and the movement of the observing object. It has problems such as low 

resolution, changes in lighting between day and night and unstable background, different 

weather conditions. Also, the accuracy of recognition depends on the quality of the 

surveillance camera, the selection of which during hostilities is not a controlled process. The 



complexity of observation increases when recognizing from 2D (in front of the camera) to 

3D (from above from the bottom at different angles at different heights) moving objects, 

taking into account scaling and proportions. Similarly, it reduces the accuracy of recognizing 

objects that are visually similar to each other and differ in small features or their absence 

when viewed from different angles or when the hull is partially hidden behind other natural 

objects or buildings (for example, some modifications of the T series tanks). Therefore, the 

detection and recognition of stationary/moving/flying/moving and/or partially hidden 

objects by other objects in the state of immobility/movement of the observer in different 

weather conditions, landscapes, lighting and at different heights have a large scope of 

observation and high mobility. There is a strong need for such applications in the real world 

because of the size differences within the same object type and the spatial resolution of the 

sensor. 

Thus, the purpose of the work is to develop a method of target recognition in real-time 

as a component of the fire control system, due to the use of artificial intelligence. 

2. Related works 

In recent years, during the full-scale war in Ukraine, with the gradual improvement of drone 

control technology, UAV remote sensing images and videos have become an important 

source of operational data. At the same time, equipping combat vehicles with video 

recorders for video surveillance with elements of artificial intelligence and machine 

learning for real-time object recognition will increase the level of security of combatants 

with appropriate timely responses to the results of target recognition. 

Video frames  video frame segmentation  detection of potential objects  detection 

of moving objects  recognition of objects as potentially dangerous  object classification 

 object identification. 

Today, neural networks and deep learning are commonly used for tasks such as image 

segmentation [3-5], object detection [6-8], and image classification [9-11]. Most of the 

currently applied deep neural network models, such as PSPNET [4], U-NET [5], RESNET 

[10], and VGG [11], are developed based on manually collected image (non-video) datasets 

under favourable conditions, such as MS-COCO [12], VOC2012 [13], VOC2007 [14]. 

There are two general scenarios for the application of methods of detecting objects by 

remote sensing by a drone or based on video surveillance from a car, in particular, data 

processing is assumed: 

 after flight/trip using stationary computers (requires high detection and 

identification accuracy). 

 in real-time during the flight/ride, when the onboard computer on the drone or in 

the car, respectively, synchronously processes the video data in real-time. The 

parameters of the model must be within a certain scale to meet the requirements for 

the operation of the embedded equipment. Once the operating conditions are met, 

the detection accuracy of the method should also be as high as possible. 



Therefore, applied neural network-based object detection methods must meet different 

requirements for each scenario. 

Thus, neural network methods for detecting objects in drone remote sensing video or 

video surveillance in combat vehicles must be able to adapt to the specific characteristics of 

this data. They should be designed to meet post-flight/trip data processing requirements, 

which can provide high accuracy and recall speed, or they should be designed as smaller-

scale parameter models that can be deployed in embedded hardware environments for 

real-time processing on drones/ cars. In this work, we propose the application of a neural 

network based on the YOLOv8 architecture for the automatic recognition of objects as 

potential targets of a fire control system. 

Currently, numerous methods of object detection based on neural networks have been 

proposed, in particular, using the YOLO series [15-22]. Unlike the two-step methods, the 

one-step method combines object location and classification in one step, achieving real-time 

object detection on both desktop and embedded hardware. These methods not only achieve 

good identification results, but also offer several improvements in areas such as training 

data augmentation methods, network training methods, loss functions, activation functions, 

and network model structures. 

YOLOX, a neural network model with one-step object detection, is proposed in [18]. In 

[19], the authors proposed a neural network model with one-step target detection. In [20], 

the authors investigated the optimal speed and accuracy of object detection based on 

YOLOv4. The authors in [23] described CSPDarkNet as the backbone structure of the 

network, improving the learning ability of convolutional neural networks, and allowing the 

network to maintain the accuracy of feature map extraction. In [24], the authors proposed 

the CrowdDet method based on a neural network for detecting dense and mutually closed 

targets in images. In the neck part of the network, the SPPF module and the PAFPN module 

have been introduced [25]. The author still uses CSPDarkNet [23] as the backbone network, 

but introduces SiLU as an activation function that solves the gradient dispersion problem 

when the input of the ReLU function is negative and the output is 0 [26-27]. 

There are many studies based on different versions of YOLO, but still, the most important 

problem in object identification is the effective detection of small objects and the accuracy 

of classification of various moving objects [28-33] under different environmental 

conditions (for example, an object in different gradations of green colour on the 

background, as well as a different spectrum of the green colour [34]) in a video stream of 

different image quality [35-45] with subsequent storyboarding and segmentation of the 

corresponding images for identification and classification [46-63]. 

Remote sensing images often have large dimensions, complex backgrounds, and a 

significant presence of small objects. The proposed solution is focused on optimizing the 

accurate detection of small objects at a distance and objects in motion under various 

environmental conditions. The advantage of YOLO series networks is the use of multi-level 

detection heads, which allow the detection of objects of different sizes from different levels 

of feature vectors. Our approach mainly focuses on detecting small objects as well as moving 

objects using feature vectors from lower layers that have higher spatial resolution. To 

achieve this goal, we use a machine learning module to optimize their semantic 



characteristics. Detection heads can obtain feature vectors with both high spatial resolution 

and accurate semantic information, thus increasing overall identification accuracy. 

In deep learning, feature extraction methods SIFT (Scale Invariant Feature Transform) 

and HOG (Histograms of Oriented Gradients) performed this task by applying some machine 

learning algorithms on top of the classifier. Some deep learning methods are applied to 

colour images, while others are applied to IR images. Real-time processing of IR images is 

simpler because it requires less memory and computing power. It also does not affect 

different lighting conditions. However, it is practically impossible to collect a training 

dataset for some subject areas (for example, military equipment during the war). 

Algorithms of the YOLO family, based on the CNN architecture, are widely used and well-

known algorithms for solving object detection problems. YOLO v4 and YOLO v5 are mostly 

used models. YOLO v4, being a modified version of YOLO3, uses a cross-stage partial 

network (CSPNet) in the Darknet, creating a new feature extractor backbone called 

CSPDarknet53. To increase the efficiency of the algorithm, YOLOv4 uses a bag of freebies 

and a bag of special offers. Total loss of IOU (CIOU), dropout lock regularization and many 

expansion approaches. Mish activation, Diou-NMS and modified pathway aggregation 

networks are included in the speciality package. But YOLOv5 is different from previous 

versions. Here PyTorch is used instead of Darknet. It uses CSPDarknet53 as structural 

support. This pipeline removes the redundant gradient information seen in large pipelines 

and incorporates gradient transformation into feature maps, which speeds up inference, 

improves accuracy, and reduces model size by reducing the number of parameters. It 

enhances the flow of information using a Path Aggregation Network (PANet), resulting in 

three different feature map outputs for multiscale prediction. This improves the model's 

ability to effectively predict small and large objects. The image is sent to PANet for feature 

fusion after input to CSPDarknet53 for feature extraction. The processing speed of YOLO v4 

and v5 ranges from 45 to 150 frames per second. However, unlike the faster R-CNN, it has 

lower recall error and higher localization. Since each grid can only offer two bounding 

boxes, it also has trouble detecting nearby objects and small objects. The latest addition to 

the YOLO object detection family is the YOLO v8 model. It is the fastest and most accurate 

real-time object detector available today. All YOLOv8-based tools outperform previous 

object detectors in terms of speed and accuracy. 

3. Models and methods 

The paper discusses a hybrid approach using CNN-LSTM to improve the detection 

performance of military equipment with a moving background and different distances, as 

well as its TANK/APC/BMP. The main contributions of the article. 

1. Collection of images from open sources for YouTube platforms. 

2. Hybrid CNN-LSTM model with hyperparametric tuning using Bayesian optimization 

for object detection. 

3. Detailed analysis of the YOLOV8 model on different ranges of images and 

determination of their accuracy with a certain confidence value. 



Object detection algorithms in deep learning are mainly divided into regional and 

regression. The main task of detecting objects of military equipment is to detect an object 

in a frame where objects of different target classes are present; therefore, object 

classification is a prerequisite for object detection using a bounding box. 

Regression-based algorithms are mainly used for real-time object detection. These are 

one-step frameworks based on global regression/classification that directly map image 

pixels to bounding box coordinates, reducing time consumption. One of the fastest object 

recognition models is YOLO, which can analyse frames at up to 150 FPS for small networks. 

Although YOLO is not the most accurate model in terms of Mean Average Accuracy (mAP), 

it performed reasonably well during training. 

As part of the detection of objects of military equipment, an experiment was conducted 

on automatic recognition and identification of targets of the fire control system. This was 

implemented using various object detection models. The experiment is focused on the 

implementation of the YOLO v8 algorithm for comparison with other versions. 

Algorithms based on regional offers. A regional convolutional neural network (R-CNN) 

is proposed for CNN matching. Compared with models without deep CNNs, R-CNN 

significantly improved the detection performance for the mean average precision (mAP). It 

has several disadvantages, including costly training in terms of money and time, and worst 

of all, high latency (detection time). Building on the performance of R-CNN, fast R-CNN 

improves accuracy by speeding up training and testing. Fast R-CNN dramatically reduces 

training and testing time, but regional proposals are still generated using traditional 

methods that require a lot of time for pre-processing. A faster R-CNN is proposed as a 

solution to the region proposal bottleneck problem, which makes region proposals through 

a neural network. Fast/faster R-CNN and other object detectors using regional proposal 

networks have shown superior performance in many tests. However, they are not always 

successful in finding small objects. Current approaches are poorer in terms of repeatability 

and generalizability when real-world circumstances are constantly changing because they 

depend on specific image data. 

Classification of stationary/moving/flying and/or partially hidden objects of military 

equipment by another object under adverse conditions in real-time. Detecting flying objects 

or objects moving in adverse conditions in the video is different from standard object 

detection because the size of a stationary/moving/flying and/or partially hidden object 

behind another object is constantly changing in frames depending on its distance and the 

movement of the observing object. It has problems such as low resolution, changes in 

lighting between day and night and unstable background, different weather conditions. 

Also, the accuracy of recognition depends on the quality of the surveillance camera, the 

selection of which during hostilities is not a controlled process. The complexity of 

observation increases when recognizing from 2D (in front of the camera) to 3D (from above 

from the bottom at different angles at different heights) moving objects, taking into account 

scaling and proportions. Similarly, it reduces the accuracy of recognizing objects that are 

visually similar to each other and differ in small features or their absence when viewed from 

different angles or when the body is partially hidden behind other natural objects or 

buildings. 



Deep learning-based object detection methods for various tasks, which include lane 

detection, intelligent vehicle systems, detection of moving objects, including military 

equipment, etc. 

The observation module for automatic recognition and identification of targets of the fire 

control system M is represented by a simulation model via a tuple: 

𝑀 = <  𝐼, 𝑂, 𝑅, 𝑈, 𝑁,,,  >, (1) 

where I is a set of input data in the form of a video stream from a video camera, I = {i1, i2, 

i3, i4}; O is a set of initial data in the form of recognition and identification of objects of 

military equipment, O = {o1, o2, o3}; R is basic rules for processing the input data of the video 

stream, R = {r1, r2, r3, r4, r5}; U is parameters for processing the input data of the video 

stream, U = {u1, u2, u3, u2, u3}; N is a neural network for learning the recognition, 

identification and classification of military equipment objects such as TANK/BMP/APC;  is 

operator of analysis and storyboarding of input data of the video stream;  is image 

processing operator through segmentation and analysis of segmented objects;  is operator 

of recognition, identification and classification of objects of military equipment such as 

TANK/BMP/APC. 

The main processes of the surveillance model for automatic recognition and 

identification of fire control system targets are "Video Stream Processing", "Image 

Processing", "Machine Learning" and "Object Classification". 

The process of "Processing a video stream" will be described by a superposition: 

MAU =, (2) 

MAU =(((i1, i2, i3), r1, u1), u2), (3) 

where  is the operator for recognizing any potential objects in the image (buildings, 

bridges, military equipment, etc.); i1 is a set of data from the video stream and images of the 

original; i2 is a set of images of military equipment; i3 is a set of landscape background data; 

r1 is the rules for framing the video stream into an image; u1 is a set of conditions for forming 

images from a video stream; u2 is a set of image analysis requirements, including noise 

filtering. 

The process of "Image processing" will be described by superposition: 

MСU =, (4) 

MCU =(((CAU, i2, i3, i4), o1, r2, u3), r3), (5) 

where  is the operator for recognizing potential objects of military equipment in the 

image; i2 is set of images of military equipment; i3 is a set of landscape background data; i4 

is dictionaries of validated images of military equipment; o1 is the set of all recognized 

objects in the image; r2 is image segmentation rules; r3 is image segment analysis rules; u3 

is a set of image processing conditions. 

The process of "Machine learning" will be described as: 

MUL =, (7) 

MUL=((((CСU, i1), o2, i4), u4), r4), (8) 



where  is the identification operator of a recognized object of military equipment on 

multiple images cut from the video stream; i1 is a set of data from the video stream and 

images of the original; i4 is dictionaries of validated images of military equipment; o2 is the 

set of all recognized objects of military equipment in the image; r4 is machine learning rules 

of the neural network for identification of military equipment; u4 is a set of conditions for 

recognition and identification of objects of military equipment. 

The process of "Classification of objects" will be described as: 

MUS =, (9) 

MUS=((((CUS, i1), o3, i4), u5), r5), (10) 

where  is the operator of the classification of the identified object of military equipment 

on multiple images cut from the video stream; i1 is a set of data from the video stream and 

images of the original; i4 is dictionaries of validated images of military equipment; o3 is the 

set of all identified objects of military equipment in the image; r5 is rules for the classification 

of military equipment; u5 is a set of requirements for the classification of recognized objects 

of military equipment. 

The analysis is carried out using classification or clustering, which segments according 

to certain criteria. Although the collection of information occurs automatically, it is still 

necessary to implement such studies according to the recognition, identification and 

classification of objects in unfavourable conditions in motion and with poor image quality, 

and the corresponding processing of the results. The effectiveness of processing the 

corresponding background and objects on it also significantly affects the research results 

(for example, green on a green background or part of an object hidden behind another 

object). One of the most important criteria of such technology is the ability to collect data 

depending on the period of the day and season, and their periodicity due to a change in the 

background due to the results of active hostilities in a certain area. 

4. Experiments, results and discussion 

In the work, the authors propose the development of a target recognition module as a 

component of the fire control system within the framework of the proposed information 

technology through artificial intelligence use. 

The YOLOv8 pattern recognition model family was used to develop the target 

recognition module. This is the latest version of Ultralitics' popular real-time object 

detection and image segmentation product. YOLOv8 comes bundled with the following pre-

built models: 

 Image classification models pre-trained on ImageNet database with 224 image 

resolution. 

 Instance segmentation control points trained on the COCO segmentation dataset 

with 640 image resolution. 

 Object detection control points trained on the COCO detection dataset with 640 

image resolution. 



The output is performed at almost 105 frames per second on the GPU of the average 

modern laptop, while the ad-large model runs at an average speed of 17 frames per second. 

YOLOv8 uses the PuTorch framework, a framework for developing deep neural networks 

from Facebook. YOLOv8 has several advantages over other tools, including: 

1. Most services support the provision of computing power. 

2. A large number of methods of application and use of models. 

3. High level of accuracy, confirmed by tests on COCO and Roboflow 100 datasets. 

As mentioned above, YOLOv8 achieves high accuracy on the COCO dataset. For example, 

the YOLOv8m model - achieves 50.2% mAP when measured on COCO. When compared 

against Roboflow 100, a dataset that specifically evaluates model performance in different 

domains, YOLOv8 performed significantly better than YOLOv5. In addition, YOLOv8 

provides developers with a significant list of features. Unlike other models that split tasks 

between many different Python files, YOLOv8 comes with a CLI interface that makes 

training the model more intuitive. 

The Google Collaboratory service, better known as "Colab", was used for training. “Colab” 

is a cloud version of Jupyter Notebook. Using Colab does not require installing and running 

or upgrading your computer hardware to meet Python's CPU/GPU intensive requirements. 

In addition, Colab provides free access to computing infrastructure such as storage, RAM, 

computing power, graphics processing units (GPUs) and tensor processing units (TPUs). 

The methods used during the study of the formed dataset. 

1. Flip – Horizontal (flipping the image object horizontally). 

2. Rotation – Between -15 and +15 (rotation of the image object – clockwise or 

counterclockwise by a degree from -15 to +15). 

3. Brightness – Between -25% and +25% (changing the brightness of the image to 

increase the resistance of the model to changes in lighting and camera settings – 

from -25% to +25%). 

4. Cutout – 3 boxes with 10% size each (cut out a part of the image – 3 boxes of 10% 

size each). 

5. Bounding Box: Blur – Up to 2.5px 

6. Bounding Box: Noise – Up to 15% of pixels. 

The last two points are used to expand the level of the bounding box when 

forming/generating new training data, only changing the content of the bounding boxes of 

the original image. Image upscaling is the process of increasing the size of a dataset by 

manipulating the existing training data. Zooming in helps the model to better generalize to 

a wide range of contexts. For example, you can change the brightness or darkness of an 

object relative to its background. Or perhaps blur the subject against its background for 

tasks that often involve shooting fast-moving subjects. Modifications to the bounding box 

alone led to systematic improvements, especially for models that were small datasets 

(several thousand photos). You can also change the colours of only objects in the OCR image, 

blur only moving objects, such as military equipment in various shades of green, rotate 



objects, such as objects in the overhead view, and flip the orientation of objects to create 

mirroring effects similar to those present in most camera situations. 

Before the development of the automatic target recognition module of the fire control 

system, the workspace is organized and the rules for accessing the data store and processing 

relevant data from it are defined. The Google Collaboratory service, better known as 

"Colab", was used for training. “Colab” is a cloud version of Jupyter Notebook. The main task 

of data preprocessing is the classification of three classes of objects on video or in real-time 

- APC, BMP, and TANK. Next, the corresponding data set was created and filled. The data 

was collected from open sources, in particular, from video footage posted in open sources 

on the YouTube platform (videos from the promotion of Rashka technology in the first days 

of the war on the territory of Ukraine and from military parades of Russian equipment). 

This process included searching for images and videos of the above-mentioned objects and 

marking the corresponding objects. The dataset is formed using the Roboflow platform 

based on marking tools and, subsequently, augmentation tools. The data set consists of 

1193 unique images - approximately equally for each class. After applying image 

preprocessing and argumentation methods, the data set has the following form (Table 1): 
train: ../train/images 

val: ../valid/images 

test: ../test/images 

nc: 3 

names: ['bmp', 'btr', 'tank'] 

Table 1 

Distribution of data in the data set 

Set type Absolute value Relative value 

Train Set 2490 87% 

Valid Set 225 8% 

Test Set 138 5% 

 

The training was conducted using Google Colab resources. 100 epochs were taken to 

train the model. The statistical results of neural network training are shown in Fig. 1-2. The 

analysis was carried out according to mAP50 (mean Average Precision), mAP50-95, 

precision and recall metrics (Fig. 1). 

AP (Average precision) is a popular metric for measuring the accuracy of object detectors 

such as Faster R-CNN, SSD, etc. Average Precision calculates the average precision for recall 

in the range 0 to 1. It is a measure of the model's precision, taking into account only "easy" 

detections. mAP50-95: Average of the average accuracy calculated at different IoU 

thresholds ranging from 0.50 to 0.95. It gives a complete picture of the performance of the 

model at different levels of detection complexity. 

Precision measures how accurate your predictions are. For example, what percentage of 

your predictions are correct? Recall measures how well you find all positive samples. For 

example, we can find 75% of all possible positive cases in our best predictions. As we can 

see from Fig. 1 The Precision metric gives a larger swing at the beginning and becomes more 

similar to the mAP50 at the end as the number of trials increases. The mAP50-95 has bad 



values (0.5-0.6) at the end as the number of trials increases. The Recall metric has a 

relatively constant value in the range of 0.85-0.75 after half of the conducted experiments 

(epochs). This is not a good enough result and needs further research and model training 

on a larger dataset of actual data. The Precision metric gives slightly better results - in the 

range of 0.85-0.89. 

 

Figure 1: Accuracy graph of the model 

 

Figure 2: Graphs of model losses 

Figures 3-5 show examples of system operation. Large losses are present because the 

background was not taken into account in the study - training the module based on 

validated data (images) of the background without the technique. This will be the next step. 

It is also necessary to expand the classification for objects of military equipment - which is 

exactly T-64, E-72 or T-90. 



 

Figure 3: Example of object recognition of the BMR class 

 

Figure 4: An example of TANK class object recognition 

 

Figure 5: Example of object recognition of the BMR class 



5. Conclusions 

Target recognition is a priority in military affairs. This task is complicated by the fact that 

it is necessary to recognize moving objects, different topography and landscape create 

obstacles for recognition. Combat actions can take place at different times of the day, 

accordingly, the lighting angle and general lighting must be taken into account. It is 

necessary to detect the object in the video by segmenting the video frames and to recognize 

and classify it. The training was conducted using Google Colab resources. 100 epochs were 

taken to train the model. The analysis was carried out according to mAP50 (mean Average 

Precision), mAP50-95, precision and recall metrics. 

The proposed method can be used to identify objects of a military nature and recognize 

targets to create (modernize) modern fire control systems of modern military equipment. 
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