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Abstract 
The paper describes an approach to solving the problem of detection damaged buildings on 
satellite or other images using convolutional neural networks. To solve the problem, the U-Net 
convolutional network architecture was chosen. For the study, a proprietary data set containing 
50 images with dimensions of 512x512 pixels was used. The application of augmentations was 
considered to increase the variability of the data set, which made it possible to train the neural 
network on a small number of images, which had a positive effect on further results. 5 different 
models of the U-Net architecture were built, the impact of various parameters on the 
effectiveness of the models was investigated. It has been proven that the initial number of filters 
has a positive effect on the accuracy of the model. Improved segmentation accuracy for 
damaged and undamaged buildings. The proposed approach makes it possible to make a 
preliminary assessment of the degree of damage of buildings and contributes to the 
implementation of recognition systems based on convolutional neural networks for solving 
practical tasks. 
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1. Introduction 

Natural disasters (hurricanes, earthquakes, tsunamis), and factors directly caused by 

human activity (hostilities and wars), bring enormous destruction, cause direct and 

indirect damage to the economies of countries. In such cases, the task is to determine the 

scale of destruction, critical areas in which there is the greatest need to provide assistance 

to the population, drawing up a recovery plan, etc. in a timely manner and in the necessary 

volume. 

There are a large number of both international and state agencies and commissions 

that are engaged in assessing and overcoming the consequences of various disasters, 

including: the UN Economic Commission, UNESCO, the World Bank. Each of the 
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organizations has its own methodologies that are used to assess the destruction and 

calculate the subsequent impact on the economy of the affected regions. For example, the 

DaLA methodology [1] (The Damage and Loss Assessment Methodology) was formed, 

based on the document of the same name, which was developed by ECLAC (Economic 

Commission for Latin America and the Caribbean) in the 1970s. 

In general, assessing and overcoming the consequences of emergency situations is a 

complex and multi-stage process that cannot completely exclude human work. In many 

cases, expert groups receive information from open sources, internal structures, local 

administrations and state administration bodies. For a full assessment of the situation, the 

members of the commissions need to personally study the data from the affected regions, 

which guarantees accuracy and impartiality in the results. In turn, the automation of the 

preliminary analysis of the affected regions can make it possible to reduce the time and 

speed up the examination process, providing information about the most affected areas. 

There are many ways to recognize objects in images, in this case – houses. In a number 

of studies [2-6], various approaches are given: from the use of classical algorithms to the 

combination of neural networks into complex systems. For example, the application of 

convolutional networks of the U-Net architecture [2] for the detection of destroyed 

buildings after natural disasters is considered. The authors use high-resolution RGB 

satellite images from the xView dataset. The paper considers the use of only a part of the 

available set of images, using the example of two classes - destroyed and not destroyed 

buildings. The architecture of the neural network proposed by the authors, combined with 

the used methods of pre-processing and data augmentation, allows to recognize 

undamaged buildings with an accuracy of about 95.9%, and 76% for destroyed ones. 

Another study [3] proposes a complex system architecture based on deep learning for 

rapid post-earthquake detection of buildings. The system consists of many components, 

such as feature processing and extraction, application of a convolutional autodecoder, a 

separate procedure for automatic selection of appropriate training samples, etc. The 

authors investigate the effect of choosing the ratio of the training and testing set, as well as 

the effect of different modeling parameters. The proposed system has an overall accuracy 

of 93%, considering the efficiency of the individual algorithms used, a kappa coefficient of 

74% was determined. 

The paper [4] proposes the use of the Single-shot Multibox Detector algorithm, the 

authors of the paper note that the additional use of neural networks improves the overall 

accuracy by about 10% compared to the usual use of the SSD algorithm. As a neural 

network for application, the VGG16 model is proposed, which is trained on a dataset with 

a resolution of 1920x1080. The proposed architecture has a classification accuracy of 

79.4% for damaged objects and about 70% for undamaged objects. 

It is worth noting that the above papers investigate the recognition of damaged 

buildings due to natural disasters. In turn, the nature of damage during hostilities can be 

significantly different from damage caused by the distaters. Research [5] examines the 

post-war detection of damaged buildings on the example of a dataset of Syrian cities after 

the civil war. The dataset used in the study contains images from the GeoEye-1 satellite 

from the Zabadani and Damascus regions. The authors propose a mathematical model that 

uses such features as shadow, dispersion and correlation. Since the shadow actually 



reflects the geometric image of the building, so after an explosion or other destruction, the 

shadow will be deformed. The model uses the Gray Level Co-occurrence Matrix, which 

represents the statistical characteristics of the second-order texture of the image. The 

accuracy of the classification of buildings in some images was 95.65% for the surviving 

ones, and 81.25% for the damaged ones. 

In the study, which examines the assessment of damaged buildings in Kyiv [6] due to 

the full-scale invasion of Russia, the authors present a completely different possible way of 

recognizing destroyed objects, namely the use of SAR images with the analysis of satellite 

image textures and the calculation of the pixel intensity coefficient. The authors argue for 

the choice of this satellite technology by the fact that weather conditions can become a 

factor that limits high-quality aerial photography. This study is also distinguished by the 

fact that the authors show the influence of the size of the building in the corresponding 

images on the quality and completeness of the classification assessment. Thus, when the 

area of the building increases, the overall recognition accuracy increases from 64% to 

76%. 

In recent years, it should be noted an increase in the number of papers devoted to 

overcoming the consequences of disasters and destruction during hostilities, the authors 

cite different approaches to solving the problem of recognizing damaged buildings, using 

both high-quality satellite images and aerial photography from unmanned aerial vehicles. 

The use of individual methods has its advantages in solving the problem, for example, 

convolutional neural networks are able to determine various patterns in complex images, 

and modern architectures are more accurate than classical algorithms. 

It should be noted that one of the problems is the need to use a sufficient amount of 

data for training the model. In turn, it is difficult to obtain high-quality photos from the 

places of hostilities, so there is a need to use different approaches to increase the 

variability of the existing data set, for example, data augmentation methods, or 

optimization of the neural network architecture for working with a small number of 

images. A combination of different approaches will improve recognition performance. 

Problem statement. The purpose of this paper is to study convolutional neural 

networks for solving the problem of detection of damaged buildings. Building and 

application of a convolutional network model for detection of damaged buildings on 

satellite images. 

2. Convolutional networks for object recognition 

Today, there are a large number of models of different convolutional neural networks. 

Considering some of the most popular convolutional networks [7-10, 24-26], it is possible 

to note the achievement of high recognition accuracy on various data sets. 

Each architecture has its own advantages in some tasks, for example, the VGG model [7] 

shows high accuracy in classification tasks, but it is also used in others - objest detection in 

an image or segmentation. The R-CNN network [9] has been applied to object detection 

tasks on various data sets and shows reliable results, and the latest modifications, such as 

Faster R-CNN or Mask R-CNN [11-12] can be used to solve objects search tasks in real-

time and image segmentation with higher accuracy than predecessors. 



Since this paper deals with the detection of damaged buildings in images, Figure 1 in 

the next page provides an example of the different computer vision techniques that can be 

used. 

 

Figure 1: Comparison of computer vision techniques. 

Each technique entails the need to use certain approaches and appropriate models. 

Since there will be a large number of buildings in the images, the usual classification 

option, in which one image belongs to one or more classes, is not considered. In turn, the 

use of object detection, object localization or image segmentation will have both practical 

and visual significance. Therefore, the authors suggest using the semantic segmentation 

technique, in which each pixel of the image is associated with one of the classes. This will 

allow more accurate classification of damaged buildings, generating segmentation maps of 

affected areas, the results of which will be easier to interpret. 

As the selected model, the U-Net convolutional network architecture [8] is proposed, 

which is based on the idea of a fully convolutional neural network [13], which is effective 

for capturing both context and spatial information. In principle, this architecture is similar 

to the encoder-decoder model, has fewer parameters due to the lack of fully connected 

layers, but compensates for this with the greater complexity of the expanding path. Since 

this work considers the processing of "static" images, there is no need to use complex 

models that are designed to solve tasks in real time, which makes the U-Net architecture 

optimal for the task of detection damaged buildings. 

3. U-Net convolutional network architecture 

U-Net is built on the basis of a fully convolutional neural network, the authors of the 

architecture modified it in such a way as to be able to work with a small amount of 

training data [8], and at the same time obtain sufficiently accurate segmentation of images 

- which is critical in the field of biomedicine, for research in which and the model was 

implemented. The basic idea was to supplement the usual sub-network with additional 



sequential layers, in which the pooling operators were replaced by upsampling layers, 

increasing the output resolution. In turn, the features of high resolution from the 

narrowing path are combined with the result of upsampling layers, which allows for more 

accurate segmentation based on this information. 

In this study, to solve the problem of recognition of damaged buildings, the classical 

architecture of the U-Net network will be used, Figure 2 shows a visual diagram of the 

network. 

 

Figure 2: U-Net network architecture. Contracting path is highlighted in red and 

expansive path is highlighted in blue. 

Summarizing the work of the model, the structure of the network [8] can be divided 

into several logical blocks: 

• Convolutional Block. It consists of a 3x3 convolutional layer and a ReLU activation 

function that are repeated twice. This block is used in the Encoder Block as a 

subsidiary one. 

• Encoder Block. A Contracting Path block consisting of one Convolutional Block, a 

2x2 pooling layer with a step of 2. A Dropout Block is also added to prevent rapid 

overfitting of the model. 

• Bottleneck. It is the "narrowest" part of the model, consisting of a Convolutional 

Block with a maximum multiplier of filters (feature channels). Thus, at this point 

the model has the lowest image resolution but the highest number of 

corresponding channels. 

• Decoder Block. It is an analogue of Encoder Block for Expanding Path, which 

consists of an upsampling layer, a combination with a corresponding layer from a 

Contracting Path, a Dropout layer and a corresponding Convolutional Block. 



By connecting these blocks together, the U-Net network model will be implemented. 

Thus, the total number of convolutional layers in the model is 23, taking into account the 

other layers, the model will contain about 34.5 million parameters for training with an 

initial value of 64 filters, and 8 million parameters, reducing the base number to 32. 

4. Dataset building and pre-processing 

The data set has a direct impact on the operation and results of any neural network. In this 

paper, the authors use their own data set, created using satellite images from the Google 

Earth service. 

The set has a small amount of data: 50 satellite images with a size of 512x512, which 

contain images of buildings from the private sector of the city of Mariupol. The pictures 

were taken in May 2022. At the same time, the data set contains more than 1,500 instances 

of different buildings, which belong to two classes: damaged ('damaged' label) and 

undamaged ('normal' label). Figure 3 shows an example of images from the dataset. 

 

Figure 3: An example of generated images in the dataset. 

It is worth noting that the approach used in the study does not allow to understand the 

nature of damage inside the building - therefore, when annotating images, only visual 

damage is used, for example, on the roof or facade of the building. Due to the complexity of 

annotating buildings of different shapes, as well as taking into account dense buildings in 

some cases, simple shapes were used when creating the segmentation mask, some parts of 

the buildings could be combined into one shape. 

When annotating images, we used the free Labelme tool, which is publicly available on 

the Github resource [14]. Figure 4 shows a representation of the dataset, namely the 

original image enhanced with the OpenCV library and its segmentation map. In general, 

the data set contains three classes: background – which is responsible for the background 

image (black color), normal – for annotating undamaged buildings (green), and damaged – 

for damaged ones (red). 



 

Figure 4: Representation of the original image, enhanced and segmentation mask. 

Thus, in total, the dataset contains 100 images: 50 source images to be used to train the 

model and 50 generated segmentation maps for them, each pixel corresponding to one of 

the three classes. 

Data preprocessing is the next important step for effective model training. Modern 

studies [15-18] propose various image processing techniques, from classical rotation and 

mirroring, to the creation of separate procedures for generating images by inserting 

individual elements [17], or using networks such as GAN. Each approach can be useful in 

certain situations. 

Since the initial data set has a small number of images, the authors decided to apply 

data augmentation - expanding the set by adding images already existing in the set with 

certain changes: 

• Image shift. 

• Image scale. 

• Image rotation. 

• Image blur. 

Before applying augmentations, each image was scaled to the appropriate size specified 

in the model and normalized accordingly: since pixel values range from 0 to 255, each 

pixel value in the image was divided by 255. It is worth noting that a large amount of 

image manipulation can lead to loss of quality and clarity, which will affect the learning of 

the neural network. That is why various combinations of defined augmentations with limit 

values for geometric transformations are used in the work. Thus, the probability of image 

corruption at the pre-processing stage is reduced. 

5. Applied functions and metrics in model training 

Functions. The standard model uses a softmax function in the output layer. The softmax, 

or normalized exponential function, transforms a vector of real numbers into a probability 

distribution of possible outcomes, thus it is suitable for classification tasks, including 

image segmentation, by transforming some of the pixel values of the original array into an 

array of class probabilities that sum to 1. Formula 1 displays the softmax activation 

function [19,22-26]: 



𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑜𝑢𝑡𝑝𝑢𝑡𝑐) =
exp(𝑜𝑢𝑡𝑝𝑢𝑡𝑐)

∑ exp(𝑜𝑢𝑡𝑝𝑢𝑡𝑗)
𝑘
𝑗=1

, 
(1) 

where c is a defined class from 1 to k, j is an iteration of classes from 1 to k, output is 

the output data of the network (image), and exp is the exponent from the corresponding 

set of values. 

In general, the output values of a neural network, without the use of activation 

functions, are ordinary sets of values that reflect the final result of operations in the layers 

of the network. In the case of the U-Net architecture, the SoftMax activation function 

described above is used, which transforms a set of values into a set of probabilities whose 

sum is equal to 1. This allows you to use these values in the future to calculate the 

accuracy of the model, its costs and the use of metrics, since the latter uses probability 

values. 

In this paper, the categorical cross-entropy is used as a cost function, which is common 

in solving semantic segmentation problems (binary in the case of classifying one sample of 

one class in the image), which measures the 'distance' between the predicted distribution 

and the actual distribution of classes. Thus, the lower the entropy value, the better the 

agreement between the prediction and reality, while an increase makes the model worse 

in terms of predicting the actual results. 

Formula 2 shows the application of the function in the case of multi-sample 

classification [19,22, 23]: 

𝐶𝐶𝐸𝑙𝑜𝑠𝑠 = −∑𝑔𝑟𝑜𝑢𝑛𝑑𝑡𝑟𝑢𝑡ℎ𝑐

𝑘

𝑐=1

× log(𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑜𝑢𝑡𝑝𝑢𝑡𝑐)), 
 

(2) 

 
where c is the defined class in the range from 1 to k, output is the output data of the 

network (image) and ground_truth is the segmentation map (mask) to the corresponding 

image. 

Metrics. To calculate the effectiveness of the model, several metrics are used in this 

study, namely, the overall accuracy, which reflects the ratio of the number of matching 

pixels of the original image with the previously created segmentation map, IoU 

(Intersection over Union) and its modification - MeanIoU, which is respectively the 

average value of IoU for several classes. 

IoU is a popular metric used in machine learning to measure localization accuracy, 

calculating localization errors in different models. In general, IoU can be represented as 

the ratio of the common intersection between two areas to their total area. Formula 3 is 

used to calculate this metric [20,22,23]: 

𝐼𝑜𝑈𝑐 =
𝑇𝑃𝑐

𝑇𝑃𝑐 + 𝐹𝑃𝑐 + 𝐹𝑁𝑐
, 

 
(3) 

where c is the class for which the metric is calculated, TP is the 'true positive' value, FP 

is the 'false positive' value, FN is the 'false negative' pixel value. 

Thus, the IoU metric reflects how accurately the model segmented the image according 

to the reference segmentation map. In turn, the classes of damaged and undamaged 

buildings can dominate other classes, in the case of this study - the background class, so 



the authors use the MeanIoU calculation, which reflects the average value of IoU for all 

three classes, while IoU will be used to calculate the indicator separately for building 

classes. Formula 4 reflects the calculation of the MeanIoU metric [20,22,23]: 

𝑀𝑒𝑎𝑛_𝐼𝑜𝑈 =
1

𝐶
∑𝐼𝑜𝑈𝐶
𝐶

, 
 

(4) 

where c is the class for which the metric is calculated, IoUc is the calculated IoU value 

for class c. Thus, using a combination of different metrics, you can get a more accurate 

picture of the effectiveness of the model both on separate classes and in general. 

6. Comparative analysis of models with different parameters 

The models were built in Python using the Tensorflow library and Google's Colab machine 

learning service, which uses cloud computing to run different pieces of code and train the 

models [21]. Training was conducted using the NVIDIA T4 GPU graphics processor. 

As part of the experiment, an initial model was built: the initial value of the filters was 

32, the input image was 256x256 pixels, and the data set was increased by 10 times. The 

data set was split into training and test sets in the ratio of 80% to 20%, so the model was 

trained on 400 images for 25 epochs. 

Figure 5 shows the training results of the base model. 

 

Figure 5: Training results of the base U-Net model. 

Since the model was trained on a small data set and Dropout layers with a firing 

frequency of 0.3 were applied, the image has typical 'teeth'. During all training epochs, the 

model improved the results, overtraining was prevented by limiting the number of epochs. 

Figure 6 compares the segmentation results of some of the images with the reference 

segmentation map, for which a test dataset of non-training images was applied. 



 

Figure 6: Image segmentation results of the test dataset of the base model. 

The overall accuracy of the initial model is 82.28%, but this does not indicate its 

accuracy with respect to the main classes - damaged buildings. Comparing the IoU scores 

for each class, the results are as follows: 42.67% accuracy for damaged buildings and 

38.37% accuracy for undamaged buildings at the pixel level. To study the results, the 

authors suggested building models with different parameters (see Table 1). 

Based on the results of testing on a separate set, the basic model of the U-Net neural 

network highlights the general features of buildings and generally correctly segments the 

image, but individual elements prevent the network from recognizing objects more 

accurately, for example, the network confuses the courtyard with the roof of buildings, the 

model also does not recognize objects are small in size well. 

Table 1 

The results of the study of the effectiveness of the models on the test set 

5 models were built, including the base model, which had different parameters: the 

initial number of filters in the model, the number of training epochs, and the applied 

augmentations. The size of the image could have a positive effect on the quality of the 

model, but the increase to the original size of 512x512 was not possible for technical 

reasons. Based on the obtained results, it was possible to improve the overall accuracy of 

Model Loss Accuracy IoU 

Damaged 

IoU 

Normal 

Time 

32 filters, 256x256, 25 

epochs, 10x augmentations 

0.4417 0.8228 0.4267 0.3837 6m 7s 

32 filters, 256x256, 50 

epochs, 10x augmentations 

0.5706 0.7961 0.3908 0.3387 11m 57s 

32 filters, 256x256, 25 

epochs, 5x augmentations 

0.5156 0.7888 0.3968 0.3267 2m 41s 

64 filters, 256x256, 25 

epochs, 10x augmentations 

0.4023 0.8421 0.4583 0.4914 13m 16s 

64 filters, 256x256, 40 

epochs, 10x augmentations 

0.4928 0.8404 0.4498 0.4787 19m 37s 



the model to 84.21%, respectively, the recognition of damaged buildings at the level of 

45.83% and undamaged, respectively, at 49.14%. 

7. Conclusions 

This paper considers an approach to solving the problem of recognizing damaged 

buildings on satellite or other images using convolutional neural networks. To solve the 

problem, the U-Net convolutional network architecture was chosen. 

For the study, a proprietary data set containing 50 images with dimensions of 512x512 

pixels was used. The application of augmentations was considered to increase the 

variability of the data set, which made it possible to train the neural network on a small 

number of images, which had a positive effect on further results. 

As part of the work, 5 different models of the U-Net architecture were built, the 

influence of various parameters on the effectiveness of the models was investigated. 

According to the results, the initial number of filters has a positive effect on the accuracy 

of the model, in turn, there is no need to train the model on a large number of epochs, 

since in most cases this leads to overfitting, which can be avoided in case of increasing the 

dataset with original images. A segmentation accuracy of 45.83% was achieved for 

damaged buildings and 49.14% for those that were not damaged or could not be visually 

identified. Thus, the application of convolutional neural networks of the U-Net 

architecture allows recognition of general features of damaged buildings in images. The 

proposed approach makes it possible to make a preliminary assessment of the damage 

degree of damaged buildings and contributes to the implementation of recognition 

systems based on convolutional neural networks for solving practical problems. 
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