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Abstract

The general structure of the computer linguistic system (CLS) processing of textual content in the
Ukrainian language and the conceptual scheme/model of the functioning of a typical CLS based
on modelling the interaction of the main processes and IS components have been developed.
Modelling of the main NLP processes of CLS was carried out due to the interaction of the main
processes/components of IS and methods of linguistic processing of text content adapted to the
Ukrainian language based on grapheme, morphological, lexical, syntactic, semantic, structural,
ontological and pragmatic analysis, which allowed to improve the IT of intellectual analysis of the
text flow for solving a specific NLP problem. This ensured the adaptation of NLP processes for
the analysis of Ukrainian-language textual content. A formal model of a computer linguistic
system for processing Ukrainian-language textual content was developed and described, which
made it possible to determine the main structural elements and operators of natural language
processing at each level of text analysis such as grapheme/phonological, morphological,
syntactic, semantic, referential, structural, ontological and pragmatic. Due to the complexity of
the morphology of the Ukrainian language, detailed attention is paid to the description of the
model of morphological analysis of textual content. Examples of modelling processes for solving
typical NLP problems such as CLS identification of viral news headlines and correction of
grammatical and stylistic errors are given.
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1. Introduction

Computer linguistic system (CLS) based on NLP methods for text/audio data analysis is
already an integral part of human everyday life [1-5]. On behalf of the user, some CLSs
browse the large volume of Internet information and offer new personalized
mechanisms/techniques/tools for interacting with the computer [6-9], for example through
spam filters of e-mail traffic [10-15], IISS, virtual personal assistants, automatic translation
IS etc. CLS with the support of natural language analysis is at the intersection of
experimental research [16-21] and practical development of usually commercial software
[22-27]. CLS of speech analysis and text analytics interact directly with the user through the

CEUR-WS.org/Vol-3722/paperl8.pdf

CLW-2024: Computational Linguistics Workshop at 8th International Conference on Computational Linguistics
and Intelligent Systems (CoLInS-2024), April 12-13, 2024, Lviv, Ukraine

) victoria.a.vysotska@Ilpnu.ua (V. Vysotska)

®0000-0001-6417-3689 (V. Vysotska)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

CEUR
E Workshop
Proceedings



support of feedback, which significantly and continuously affects the functioning of the
software and the results of the analysis [28-33].

The potential for implementing natural language analysis in CLS/IS/modules is
constantly growing exponentially [34-38]. A disproportionately large volume of NLP
applications is usually implemented by large campaigns due to the complexity of the
projects and the need for their commercialization [39-45]. As the opportunities for
implementation in everyday CLS become more widespread, they become less visible,
masking the complexity of their implementation. In parallel, the development of big data
science and computer linguistics, especially based on non-English natural text corpora, has
not yet reached the level necessary for simplification, optimization, and standardization of
the processes of developing appropriate linguistic software [46-51].

CLSs for solving a large volume of specific NLP problems are just starting to spread and
will eventually automate more processes that are currently solved through additional forms
and selecting/clicking options/buttons. To develop the IT implementation of the
appropriate linguistic software and ensure high reliability of CLS, it is necessary to take into
account modern promising scientific methods of ML, data analysis, big data, and based on
hypothesis analysis [52-55].

2. Related works

To support the functioning of a typical CLS and the operation of the main processes when
solving a specific NLP problem, it is necessary and sufficient to implement the main
subsystems as client, server and technological (Fig. 1) [56-63].
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Figure 1: Conceptual diagram of the functioning of a typical CLS

requests

The main processes of the functioning of a typical CLS based on the intellectual analysis
of a text stream for the solution of a specific NLP problem [64-72]:

e technological processing of incoming content streams:

a. search and recognition of content from relevant sources;

b. accumulation of analyzed content from the source in the cloud;

c. saving information about the location of the found content in the
corresponding source in the database/datastore;
preliminary processing of recognized content in the cloud;

e. analysis and marking/classification of recognized content according to
the degree of relevance to the content and purpose of the CLS;

f. integration of content provided that its degree of relevance/relevance is
greater than the threshold value;

g. saving integrated relevant content in the DB;



h. forming an image (descriptive service data) of integrated relevant
content and saving it in the DB;

e content management based on text analysis and processing through the server
subsystem (Fig. 2) based on data from the client subsystem and the content support
module:

a. processing of user request streams from the client subsystem to form the
correct IIS expression and subsequent caching of popular content
through the server subsystem;
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Figure 2: The general conceptual diagram of the functioning of the server subsystem

b. generation of a set of operational relevant up-to-date reports according
to the relevant requests of CLS/Website users;

c. analysis of popular user requests at certain time intervals to generate
standard reports cached in the cloud;

d. support of effective IIS-relevant content according to user/visitor
CLS/Website requests, in particular, IIS implementation of lexical,
symbolic, attributive, associative, linguistic, etc.;
managing the interaction of CLS content and resource elements;

f. cloud computing support for prompt access to CLS/Website
repositories/databases/rules/filters;

e content support based on the analysis and synthesis of information, including
service content for the solution of a specific NLP problem:

a. formation and replenishment of CLS/Website
repositories/databases/rules/filters in the cloud/IS as a result of the
technological process and processes of content

management/integration/support:

i. content/referential/annotated/bibliographic
repositories/databases/rules/filters CLS/Website;

ii. semantic NLP tools (rules, dictionaries, knowledge base, for
example, ontology) for IIS content, in particular, a base of
linguistic rules (grapheme, morphological, lexical, syntactic and
semantic);

iii. database of regular CLS users and their profiles;



iv. service content database of CLS functioning;
b. support of IT interaction of CLS information and resource elements;
c. analysis of statistics/efficiency of CLS functioning and interaction with a
permanent audience in certain time intervals;
generation of user interaction forecast scenarios with CLS;
e. replenishment/modification of statistical data analysis rules.

CLS/Website repository/database is implemented according to a three-level scheme:

e storage files for storing relevant content;
e knowledge base for IIS/modification/maintenance of this content;
e accumulation and appropriate processing of service content.

The CLS server subsystem is formed from part of the functional components of the
management/support/integration/content modules, in particular [73-81]:

e IS content based on linguistic analysis of requests;

e formation and filling of the cache of information blocks of relevant popular content
frequently requested by users and visitors for quick access;

e interactive access to relevant CLS profiles/options;

e analysis of user requests to accumulate content cache;

e storage and accumulation of information blocks in the cloud;

e extraction of cached content from the cloud at the request of the user or its
destruction due to the onset of unpopularity;

e replenishment/modernization by the moderator of rules and IIS knowledge
base/content analysis as requests of regular users;

e analysis of user requests to generate relevant reports.

3. Models and methods

The annotated CLS database is the basis of the Website IIS module. Operational and high-
quality IIS in the context of current content ensures its high relevance for the CLS user [81-
84]. The use of annotated <L in the IIS module helps to implement effective 1IS-relevant
content without information noise (Fig. 3). CLS should provide [85-91]:

e generation of Webpage according to the template and content of the Website;

e preservation and maintenance of cache/filling of Web page/Website according to
the needs of the target audience;

e provision of prompt access to the Website for all types of users.

Mashup-IS Syss consists in forming a set of integrated content from Internet resources
according to the needs of the target audience and specific user requests for convenient
navigation on the Website/Web page [81-91]:



Suss =< X,W,Q,Y,®,p >, )

where X is a set of simultaneously integrated content from Internet resources W, Q is
user requests to Website/Webpage Mashup-IS Syss, Y is a set of relevant content as a result
of IIS at the request of a user/visitor of Website/Webpage Mashup-IS Syss; @ is an operator
in the integration of content from Internet resources W and p is a navigation operator in
databases/data/content/filters storage.
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Figure 3: Schematic model of a typical CLS

The integration of a set of data X from various sources W, including the Website, consists
of combining them according to the appropriate collection of conditions U in one Website
or web page to use different types of content while preserving its main features,
presentation characteristics and the possibility of further processing :

X =o(W,Uy). (2)
The integration should provide the user of the Website/Webpage Mashup-IS Syss to
perceive the integrated content as a single information space using large DS, including the

cloud, and high-quality/operational IIS of relevant content upon request according to the
collection of IIS conditions U,,:

Y = p(Q,X,U,). (3)

Convenient navigation in the Website/Webpage Mashup-IS Spss contributes to the
realization of the possibility of supporting the user to search for relevant and relevant
content for him throughout the available IS information space with the greatest
completeness and accuracy with the least expenditure of effort on his part. CLS is a
specialized IS, DSS or multi-agent system for solving a specific NLP problem based on a set
of integrated content from different sources according to the needs of the target audience
and specific user requests for convenient navigation on the Website/Webpage, taking into
account the statistics of the CLS operation, history of actions and personal profiles of users
and history of requests/transitions from IISS. A typical formal CLS model S;; s will be
presented as a tuple:

Scrs =< X,W,C,K,Y,D,Siac, Mya, My, Mgy, Mgy, My , M, , M, , M, , M, (4)
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where X is input data to CLS from various sources of information W; Y is source-relevant
content from CLS as a result of IIS according to user/visitor requests; M;, is a linguistic
content analysis module as a component of the IATCS subsystem S;4.; M, is a module for
generation/modification of the rules of functioning of all modules from the CLS moderator
(for example, rules for updating the cache, integration of content from various sources of
information, linguistic IIS, etc.); My, is the module for filling the unstructured DB with
integrated content X; M, is filling module of structured DB based on developed integrated
content C; M, is the module for generating results according to visitors' requests; M, is
the module for generating results according to user requests; M, is a cache processing
module for generating reports on popular requests from CLS users; M,, is cache

filling/modification module; M, is a module for generating statistical results of the
functioning of CLS/modules and user activity D; v is operator of generation/modification of
the rules of operation of all modules from the CLS moderator; @, is the operator of filling
unstructured DB with integrated content X; m, is the operator of filling structured DB based
on processed integrated content C; p, is the operator for generating results according to
visitors' requests; p, is the operator for generating results according to CLS user requests;
p, is cache processing operator for generating Y reports on popular requests from CLS
users; p, is CLS cache filling/modification operator with K data; v is the operator for
generating statistical results of CLS/modules functioning and CLS user activity. Fig. 4 shows
the general structure of the proposed typical CLS solution of a specific NLP problem based
on functionality and interaction with clouds [81-93].
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Figure 4: Structure of the process of functioning of a typical CLS

A collection of integrated raw content X is contained in a database based on Non-SQL. A
collection of integrated processed C content is contained in a SQL-based
repository/database. From C, the filling K for the cloud is formed based on the statistics D



nof popular requests from users for a certain period. Collection D is a specific DB/DS of
cached current popular content C to optimize the functioning of CLS based on built-
in/modified/additional services in the cloud. These services are the result of the work of
the moderator, who updates the caching rules in CLS and/or Website, updates data in the
SQL database, IIS/IATCS/ management/ integration/ support of integrated and service
content, integration of wunprocessed content in Non-SQL database and
collection/accumulation of CLS/Website operation statistics.
The basis of the IATCS subsystem is the main NLP processes of CLS.

4. Experiments, results and discussions

4.1. Formal modelling of the main NLP processes of CLS

4.1.1. Formal model of a computer linguistic system for processing Ukrainian-
language textual content

Natural languages are determined not by rules, but by the context of the application, which
is reconstructed for computer processing. We often identify the meaning of the words used
in combination with other interlocutors. The phrase 30.10ma pu6ka [zolota rybka] (goldfish)
means both a sea creature and a person with a short memory, or a wish-fulfilling
creature/person, so the interlocutors must agree to a common understanding of the
context. Accordingly, speech/language is limited by mentality, region, society and level of
education. Conveying content/meaning is easiest for interlocutors with similar life
experiences, education, place of residence, etc. Therefore, automating the understanding of
speech to solve a specific NLP problem through the appropriate CLS is a rather complex and
painstaking process, especially for synthetic languages, particularly for the Ukrainian
language. The general formal model of CLS is given by the collection:

SLA =< X,Y,C,D,R,Oﬂ,B,'Y,S,}L,O,I,C_,,H >' (5)

where X is the input text data array; Y is a tuple of the original processed text according
to CLS purpose; C is a set of intermediate content that is processed at the corresponding
level in CLS; D is auxiliary dictionaries; R is a set of content processing rules; o is PHA or GA
text operator; 3 is MA text operator; v is LA content operator; 6 is SYA content operator; A
is semantic analysis operator; o is operator of ontological content analysis; 1 ia content
reference analysis operator; ¢ is structural content analysis operator; p is PA content
operator.

Compared to formal languages (subject/thing/object), natural languages are more
universal, but less formalized. We often use one word to describe several meanings (for
example, kpa6 [krab] (a crab) is a sea creature, a dish, a nebula in the constellation of Taurus
and a cockade on a sailor's cap) depending on the content of the dialogue (for example, a
description of the emotions of diving, dinner, a book read, visiting a museum, watching a
historical film, etc. only for the word kpa6). To store multiple meanings for each word, the
language must be redundant (exceeding the amount of information to transmit/store a
message over its entropy). That is, it is not possible to determine in advance the exact



meaning of the content for each association (every linguistic variable is ambiguous by
default). Lexical and structural ambiguity is a great achievement of natural language, for
example, for generating new ideas, and manifestations of creativity.

Regardless of the NLP task, the process of processing Ukrainian-language texts in
arbitrary CLS is presented as a sequence of mandatory operators for meaningful structural
analysis of input text content:

information source — input text — grapheme analysis o. (GA) or phonological analysis
(PHA)— morphological analysis 3 (MA) — lexical analysis y (LA)— syntactic analysis &
(SYA) — semantic analysis A (SEM) — structured text content

Additional operators are analyzed such as pragmatic p (extraction of knowledge),
ontological o and referential 1 (formation of interphrase units). Their application depends
on the complexity and purpose of solving the NLP problem.

The main process of linguistic analysis of textual content is presented:

Y:uooogolo},oESoyoBoa, (6)
Y = M(Cw DH' RH' O(CO, DO, Ro, Q(Cg, Dg, Rg, l(Cl, Du Ru B X(C;u D;\, R;\, 8(C5, D5, R5, (7)
Y(C’YI D’Yl R'\{l B(CBI DBI RBI a(COU DOU ROJ X)))))))))’
where multiple textual content € = {C,,, C,, C,, C,, G, G, C,, Cg, C,. }, linguistic dictionaries
D ={D,,D,, D, D, D;,Ds,D,,Dg,D,,} and sets of production/association rules R =
{RLR,R, R, R\, Rs, R, Ry, R, }.
The main linguistic process of processing textual Ukrainian-language information to

solve a specific NLP problem consists of nine stages:
Stage 1. Grapheme analysis C, of textual Ukrainian-language information X:

C, = a(X,Dy, Ry), (8)

Co =07 ©0lg © Ols © 0Ly © 0Lz © Qlp © Oy, 9)
where X is the input text data array; o is the GA operator; C, is grapheme structure of
the input text; D, is grapheme dictionaries and libraries; R, is grapheme analysis rules; a4
is OCR operator; a, is grapheme parsing operator of the input text X into sections
(information blocks), paragraphs and sentences; o3 is grapheme analysis operator of
linguistic chains into separate words; o, is the operator for forming a set of unrecognized
chains; a5 is the operator of identification and marking of unrecognized chains as numbers,
dates, constant returns, abbreviations, proper and geographical names, etc; o is the
operator for marking non-text strings as special symbols, formulas, figures, tables, etc.; o,
is an operator for generating a marked linear sequence of words C, with official signs and

connections. GA is replaced by PHA in the case of human speech content recognition.

Stage 2. Morphological analysis {3 of text content C consists in the identification, analysis

and determination of the form and structure of words, in particular:

Cﬁ = |3(Ca, Dﬁ' Rﬁ)' (10)
CB=BS°BZOBl’OrCﬁ=B3°B4°B1' (11)



where B, is the morphological segmentation operator of a graphemically recognized
chain of symbols (words/tokens); B, is lemmatization operator of lexemes; B, is POST
operator (marking of parts of speech) for segmented words; 3, is words stemming operator.

Classical general algorithm of morphological analysis.

Step 1. Morphological segmentation of the input chain of symbols (replacing GA for short
English-language messages, and supplementing GA for large corpora of English-language
texts, and for Ukrainian-language texts of all kinds - a separate step for marking words in
two sets as immediately identifiable (for example, prepositions) or impossible to identify
(the noun is not in the nominative case).

Step 2. Lemmatization (reduction to normal form based on dictionary analysis) or
stemming - determination of bases (word forms with endings cut off).

Step 3. Identification of the grammatical category of each word and the collection of their
corresponding properties in relation to the use in a specific place of the text. (for example,
a collection for a noun: gender, case, person, etc.).

Step 4. Formation of a linear sequence of morphological structures.

Stage 3. Lexical analysis yof text content C, in the intermediate stage of token sequence
analysis for generating a parsing tree at the SYA level:

C, =v(Cs, Dy, R)), (12)

Cy =17, Cy = 1507, 075 0r 0y =y5 07, (13)
where y, is the Speech Segmentation operator for identification/clarification of
words/phrases/tokens after MA or in case of incorrect interpretation during PHA (usually
performed in parallel with PHA and MA in a cyclic process); v, is speech recognition
operator (SR) or speech-to-text (STT) depending on the content of the NLP task; v, is Optical
Character Recognition operator (OCR) as the second part after GA and MA for clarifying

incorrect moments of recognition taking into account the recognized neighboring tokens;
v, is word tokenization/segmentation operator as data preparation for building a parsing

tree in SYA; vy, is Text-To-Speech operator (TTS).

Stage 4. The syntactic analysis 6 of the text content Cs consists in building a tree for
parsing the dependencies of words in a sequence of tokens based on their categories:

Cs = 3(C,, D5, Rs), or C5 =083 00,09y, (14)
where §; is the implementation operator of Grammar induction; &, is operator of
identification/elimination of boundary ambiguity or sentence violation (Sentence Breaking,
Sentence Boundary Disambiguation); &3 is operator of syntactic Parsing of
phrases/sentences for building a SYA tree.
Stage 5. Semantic analysis A of textual content C; is

Ck = 7\,((:5, D?u Rk)' or Ck = 7\,2 ° 7\,1, (15)
where A, is the identification operator of lexical semantics with the generation of a
collection of values of each lexeme of the text; A, is the relational semantics identification
operator of the interdependencies of the lexeme content of the text.
A classic general algorithm for semantic analysis.



Step 1. Lexemes are compared with meaningful dictionary values.

Step 2. Formation of probabilistic sets for each fragment of text/sentence/phrase with
alternative sems, respectively, for lexemes.

Step 3. Preliminary interconnection of the content of tokens into a single structure.

Step 4. Generation of an ordered collection of logical records of superpositions from
semantic classes of lexemes and basic lexical functions.

Step 5. Finding/marking inaccuracies, contradictions, incorrectness and ambiguity of the
content of the obtained result based on the lexical dictionary.

Semantic analysis is currently not used in most CLS.

Stage 6. Referential analysis 1 formation of interphrase units C,.

Cl = I(Ckl Du Rl)' (16)

Referential analysis is often a part of semantic analysis. For Slavic languages, when
analyzing large text corpora, it is best to take it as a separate stage (for example, to analyze
the correspondence of a social group/community in social networks or other dialogues to
identify logical meaningful connections between the posts of different participants due to
the subjectivity of the speech of each. The classic general algorithm of reference analysis:

Step 1. Contextual analysis of marked fragments of textual content C,, for example,
analysis of the pronoun/conjunction wo [shcho] (that) analysis depending on the context to
separate the center of unity or local references such as tiozo [yoho] (his), sxuii [yakyy]
(which), yeti [tsey] (this).

Step 2. Actual sentence segmentation of marked fragments of textual content G, for
identification of thematic structures based on themes/rem.

Step 3. Identification of regular recurrence of context/theme/rheme.

Step 4. Highlighting the duplicated nomination of lexical units of the text.

Step 5. Identification of synonymization of lexical units of the text.

Step 6. Isolation of implications based on situational connections.

Step 7. ldentification of the identity of the reference (for example, the comparison of
lexical units of the text with the object/subject/phenomenon of dialogue/image).

Stage 7. Structural analysis of ¢ text content C. based on the degree of coincidence of

lexical terminological units of the unity of text fragments.

C. =¢(C,D,R,), or C. =¢(Cy, D, R). (17)

Similarly, referential analysis is often part of SEM for short texts/messages, or not used
at all. For large corpora of texts as an additional stage of elimination of marked inaccuracy
in SEM. Classical general algorithm of structural analysis.

Step 1. Formation/replenishment of the basic set of rhetorical relations of interphrase
units based on the results of reference analysis and/or SEM.

Step 2. Generation of a non-linear network/graph of interphrase units.

Stage 8. Ontological analysis of o textual content C, based on SEM results and
reference/structural analyzes if necessary:

Co = 0(C., Do, Ro), Co = 0(C,, Do, Ry) 0F Co = 0(Cy,, Do, Ro). (18)



Stage 9. Pragmatic analysis of p text content C,is used to determine the structure of the
text taking into account the context of sentences when forming paragraphs, sections and
dialogues. PA is an essential addition to SEM, reference and structural analyzes if they did
not contribute to the elimination of marked inaccuracy. In some cases, it is sufficient to
apply PA immediately after SEM. It is also an indispensable stage of data preparation for
extracting knowledge from text corpora.

Y =w(C, Dy, R, G, [Co, G, G )0t Y = o, (19)
where ., is the semantics identification operator outside individual sentences/phrases;
u, is text processing operator through higher-level NLP applications, for example, to
simulate intelligent behavior and apparent understanding of natural language.

4.1.2. Models of grapheme and phonological text analysis in Ukrainian

Depending on the tricky NLP task, grapheme (text analytics) or phonological (speech
recognition) analysis of text content is used. PHA consists in the study of the structure,
organization, and interpretation of speech sounds X of a specific natural language (Table 1)
based on phonemic, phonetic, and prosodic rules of R, and dictionaries of D, analogs. GA is
arecursive parsing of the text X, taking into account the linguistic features of graphemes of
various languages (including non-natural ones, for example, mathematical, programming,
pseudo-languages, etc.) based on the rules for recognizing strings of a certain language R,
and dictionaries D,, of reference grapheme models, in particular:

C'y = A(Cy Doy Ry X), €'y 2 €, (20)
Table 1
Orthographic/phonetic features of the Ukrainian/English language
Unit Ukrainian language English language
Sounds 38 44
Letters 32 26
Vowel letters 10 6
Consonant 22 20
letters
Vowel sounds 6, there is no division. 12, there are long and short, replacing one

sound with another leads to a change in the
meaning of the word.
Consonant 32, there are hard and soft, consonants 24, there is no division; almost all are
sounds are softened before some vowels pronounced hard before any vowel.
(sound c [s] in ciHo [sino] (hay) and
gray [siryy] (cipuit)).
Consonant calls  In such cases, for example gi3 [gic] (viz =~ They are always pronounced sonically at the

[vis] - cart), oz [box] (Boh [bokh] - end of a word and before voiceless
God), dy6 [dyn] (dub [dup]- oak) consonants; their stun often leads to a change
in the meaning of the word.
Diphthongs There is none 8, some vowels consist of 2 elements
(sounds) pronounced within one syllable.

GA can be an OCR part - encoding/recognizing text on an image into a string of characters
for e-submission.



Depending on the tasks, there are the following methods for forming R, PHA rules:

e General phonology o'; (rules of phoneme organization in different languages).

e Descriptive phonology o', (identification of the phoneme of a language or dialect).

e Historical phonology o'; (changes in phonemes, language structure during the
period).

e Segmental phonology o', (analysis of phonemes, syllables, phonetic words,
syntagms and phrases).

e Supersegmental phonology o's (analysis of intonation, tone, stress, rhythm, tempo
and pauses).

e Phonetic analysis o/ (analysis of the sound structure of the language).

e Phonemic analysis o, of the smallest unit of the phonological level.

GA is an elementary text parsing (Fig. 5) taking into account the features of graphs of
different languages and the use of special symbols, objects and marks. A grapheme is an
atomic meaningful linguistic (grapheme) unit of a written text (sign, symbol, special symbol,
object as a picture, etc.). The purpose of GA is to form a model of the grapheme structure of
the input text and generate grapheme rules (regular expressions) for the
identification/classification of grapheme units in the sequence of character
strings/graphemes and the connections between them. The purpose of the first level of GA
- grapheme identification - is to label meaningfully independent sequences of symbols,
tokens in these sequences and to determine the main language of the input text
content/fragments based on a priori grapheme standards (Fig. 5). The tuple of reference
grapheme models is best described by a formal grammar (abbreviations of the criteria are
given in Table 2). In parallel with the parsing/identification of graphemes, they are
classified/marked according to established rules (Table 3).

Table 2
Criteria for grapheme analysis of input text

No Abbreviation Decoding No Abbreviation Decoding

1 Grammar Grammar 35 Usm Ukrainian small letter

2 Alphabet Alphabet 36 Rcp Russian capital letter

3 Terms Term 37 Rsm Russian small letter

4 Symbol Initial character 38 Cnl Consonant letter

5 PrRules Production rules 39 Ywl Vowel letter

6 Sh Symbol 40 Lcc Latin capital consonant letter
7 Sp Space 41 Lsc Latin small consonant letter
8 Dgt Digit 42 Lev Latin capital vowel letter

9 Ssb Special symbol 43 Lsv Latin small vowel letter

10 Ssg Syntactic sign 44 Ccc Cyrillic capital consonant letter
11 Ltr Letter 45 Csc Cyrillic small consonant letter
12 Lat Latin letter 46 Ccv Cyrillic capital vowel letter
13 Cyr Cyrillic letter 47 Csv Cyrillic small vowel letter
14 Eng English alphabet 48 Ecc English capital consonant letter
15 Ger German alphabet 49 Esc English small consonant letter
16 Pol Polish alphabet 50 Ecv English capital vowel letter
17 Ukr Ukrainian alphabet 51 Esv English small vowel letter
18 Rus Russian alphabet 52 Gce German capital consonant letter




No Abbreviation Decoding No Abbreviation Decoding

19 Osb Official symbol 53 Gsc German small consonant letter
20 Bsb Brackets 54 Gev German capital vowel letter
21 Msb Mathematical symbol 55 Gsv German small vowel letter
22 Cpl Capital letter 56 Pcc Polish capital consonant letter
23 Sml Small letter 57 Psc Polish small consonant letter
24 Lep Latin capital letter 58 Pcv Polish capital vowel letter
25 Lsm Latin small letter 59 Psv Polish small vowel letter
26 Ccp Cyrillic capital letter 60 Ucc Ukrainian capital consonant letter
27 Csm Cyrillic small letter 61 Usc Ukrainian small consonant letter
28 Ecp English capital letter 62 Ucv Ukrainian capital vowel letter
29 Esm English small letter 63 Usv Ukrainian small vowel letter
30 Gep German capital letter 64 Rcc Russian capital consonant letter
31 Gsm German small letter 65 Rsc Russian small consonant letter
32 Pcp Polish letter 66 Rev Russian capital vowel letter
33 Psm Polish small letter 67 Rsv Russian small vowel letter
34 Ucp Ukrainian capital letter
Input data } Software modules } Output data
Input text information ﬂ—:( Grapheme analys:is as )>_L> Highlighted text
(string, character) ! grapheme parsing ! Fragments
| | s
Reference models ; >( Lexical analysis ) i I-_E\);SS;Z::
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String classifier A =< Syntactic analysis ) - conditional language
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I
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Figure 5: General diagram of the process of grapheme analysis of the input text

Lexemes

A J

i
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Table 3
Rules for identifying graphemes in the form of strings
No Rule Transcript Explanation Position 1  Position N All positions
1 EmpStr empty string An empty line - - Space
2 FulStr full string Full line Symbol Symbol -
3 IncRgt incomplete right Incomplete to the right Symbol Space -
4 IncLgt incomplete left Incomplete on the left Space Symbol -
5 Smtlnc symmetricincomplete Symmetrically incomple Space Space -

Let's consider the classical Chomsky Grammar with the Alphabet and Terms:

Grammar =< Alphabet, Terms, Symbol, PrRules >, (21)

Alphabet =< Gr,Terms >, (22)

Terms:=<A,ab5,6,B,a,nLn L Ee € ek 3,3 Ln i LiL i Kk JLnMmH 10,0 ILnP,p,C,c, T,1.V,y,,
¢, X, x I, 9, 1, o, [, 111, 5, O, 10, 51,5, 3,5, 51,5, . A,2,B,b, e, D,d E. e F.£ G, g, L b L1, ), K K L LM, m, N, n, O, 0,P, p,
QqRrLS,sTtUuW,w,V,v,XxY,y,Z7A,40,5U,,A,3CEE e L, INN,0,0,8,5 7,2 7,73>.



Table 4 provides a list of grapheme classification/marking rules for reference models

(Table 2) according to production rules:

PrRules:=<Symbol—->A,Symbol>Symbol Gr; G—A, Gr—Gr', Gr—Gr'Gr; Gr—Gr Sp,Gr—Gr Sh,Sb—Ss9,Sb—Ssh, Sb—Dgt, So—Ltr, Sp—., Lir—,
Lr—VW Lr—Cnl Ltr—Smi, Ltr—Cpl, Lir—Rus, Lir— Uk, Lir—Pol Lr—Ger, Lor—Eng, Lir—Cyr, Lir—Lat, Ssb—Msb, Ssb—>Bsb, Ssb—0sh,
Cpl—Rap, Gpl->Ucp, Gpl—>Pap, Cpl—Gap, Cpl—Eqp, Cpl->Cap, (pl—Lp, SM—>Rsm, Smi—Usm, Smi—Psm, Sml—>Gsm, Smi—Esm, Smi—Csm,

SmI—>Lsmmt—>lsm,lat—>le@/r—>Csm,@r—)CcpEng—)EsrnEng—)Ecp,Ger—)@nGer—)GcnPoHBm,PoHPcp,lﬂqﬁUsm,lﬂ«aUcp
Rus—Rsm,Rus—Rep, Lap—X, Lap—V, Lop—Q Lp—Lev, Lgp—Log Lsm—x, Lsm—wv, Lsm—q, Lsm—Lsv, Lsm—Lsq Cp— U, Cp—b, Cp—Csy,
Cep—Cog Csm—i, Gsim—b, Cm—Csv, m—Csc Eqp—X, Eqp—V, Eqp—Q Ep—Lov, Ep—La Esm—x, Esm—v, Esm—q, Esm—Lsy,Esm—lLsc

Gp—X,Gep—V, Gep—Q Gp—U,Gep—0, Gp—A, Gp—Lov, Gep—Let Gsme—x, Gsm—v, Gsm-—>q, Gsm—R, Gsm—, Gsm—0, Gm—4,

Gsm—Lsv, Gm—>Lsc, Pp—2, Pep—Z, Pp—S, Pep—0, Pep—K, Pp—k, Pap—E, Pp—C, Pp—1, Pp—Lv, Pep—La Ps—2, Psm-—#,Psm-—%,

Psm—6, Pam—1t, Psm—st Psm—e, Psm—¢, Psm—sag, Psm—Lsv, Bsm—sLsc, Ugp—T, Ugp—1, Ugp—], Ugp—E, Ugp—Cov, Ugp—>Cg Usm—r, Usm—i,

Usm—i, Usm—e, Usm—Csv, Usm—Csc, Rpp—'b, Rp—3, Rp—bl, Rgp—Cev, Rpp—Cog, Rsm—, Rsim—s, Rem—b), Rim—(sv, Rm—(sg Lac—7,
Loc—W, Lac—T, Lac—S, Lac—R, Lac—P, Lac—N, Lac—M, Loc—1, Lec—K Lac—), Lac—H, Lac—G, Lac—F, Lac—D, Lac—C Lac—B Lor—Y,
Lor—U, Lor—0, Lo Lov—E, Lor—A, Lsc—7z, Lsc—%, Lsc—w; Lsc—t Lse—s, Lsc—r, Lse—q, Lse—p, Lsc—n, Lse—m, Lsc—) Lse—k Lse—j,

Lsc—h,Lsc—g, Ls—f Lsc—d, Lsc—c Lsc—b, Lsv—y, Lsv—v, Lsv—u, Lsv—0, Lsv—i, Lsv—e, Lsv—a, Coc— 11, Coc— 11, Cac—Y, Cac -1, Cac—X,
Coc—D,Coc—T, Coc—C, Cac—P, Cac—T, Coc—H, Coc—M, Cac—J1, Cac—K, Coe—3,Cac—K, Coc— 1, Cac—T, Coc—B, Cac—b, Cv—$5,CGv— 10,
G5v—Y,Gv—0,Gv—U, Gv—E, Gv—A, Ge—iny, Cse—in, Gse—4, Cse—11, C5c—%, Ge—¢, G5e— T, Gse—¢, Gse—p, Cse—11, Gse—HCse—M, Gse—1,
Csc—¥,Csc—3, Gk, Gse—,Cse—t, Gie—B, (5c—6, Csv—53, Csv—10, Gv—y, Gsv—0, Gsv—u, Gsv—e, Gv—a >.

Table 4
Rules for grapheme classification in the form of a sequence of symbols

N Name with explanation Grapheme classification rule

1 Input text as a set of characters and spaces; Gr:=SbhuSp

2 Space as a terminal character; Sp={}

3 A tuple of letters, numbers, special characters and syntax Sb:=Ltr v Dgt L Ssb L Ssg
signs;

S

A tuple of Latin, Cyrillic and other letters of some European
languages and an apostrophe;

5 A set of numbers;

6 A tuple of all service symbols;

7 A set of syntactic signs;

8 The set of capital letters of the corresponding languages;

9  The set of lowercase letters of the corresponding languages;

Ltr: = Lat w Cyr v Eng L Ger L Pol L Ukr
U Rusw Cpl u Smlu Cnl L Vwli \ L {‘}
Dgt={0,1,2,3,4,56,7,89}

Ssb : = 0sb U Bsb U Msb
Ssg:={«»" -, u{u{u{}

Cpl := LcpuCep UEcpUGep wPcpuUcp URcp
Sml := LsmuCsmUEsmuGsmuPsmuUsmURsm

10 The set of all Latin letters; Lat:=Lcp U Lsm

11 Plural of all Cyrillic; Cyr:=Ccp U Csm

12 The plural of all English letters; Eng:=Ecpw Esm

13 Set of all German letters; Ger: = Gecp U Gsm

14 Set of all Polish letters; Pol : = Pcp U Psm

15 The plural of all Ukrainian letters; Ukr: = Ucp v Usm

16 Set of all russian letters; Rus : = Rcp U Rsm

17 Set of service symbols; Osb:={Ne,%, /, @, #,$,&* \}

18 A set of terminal parentheses; Bsh:={[,1,{} ()}

19 Set of mathematical symbols; Msb:={+<>=}

20 The set of all consonant letters (uppercase and lowercase) Cnl: = EccUEscUGccuGscUPccUPscuU
of the corresponding languages; wUccuUscURccURsc

21 The set of all vowels (uppercase and lowercase) of the Vwl : = EcvUEsSvOGev U Gsv o Pcv O Psvu

respective languages; WUcvOUsvURcvURSsY

22 Multiple Latin capital letters; Lep:=Leculevu{Q,V,X}

23 A set of Latin lowercase letters; Lsm:=Lsculsvu{q,v,x}

24 Multiple Cyrillic capital letters; Cep:=CccuCsvu{b 1}

25 Multiple Cyrillic lowercase letters; Csm:=CscUCsvu{p, i}

26 Plural of English capital letters; Ecp:=Lecculevu{Q,V,X}

27 Plural English lowercase letters; Esm:=LsculLsvu{q,v,x}

28 Plural of German capital letters; Gep:=LecuLevu {4,0,0,Q,V,X}

29 A set of German lowercase letters; Gsm:=LscUlLsvuU{a 06,4,1%,qv,x}

30 Plural of Polish capital letters; Pcp:=Lccu Levu {4, ¢, E L, N,0,S,2,Z }

31 Polish lowercase plural; Psm:=LsculLsvu{a ¢ et n 6,87z

32 Set of Ukrainian capital letters; Uep:=CccuCevU{E], Ir }

33 Set of Ukrainian lowercase letters; Usm:=CscUCsvU{egiir}




N Name with explanation Grapheme classification rule

34 The set of russian capital letters; Rep:=CccuCcvu{bl,3,Bb}

35 A set of russian lowercase letters; Rsm:=Cscu CsvuU{bl,3,b}

36 Latin capital consonant letters; Lcc :={B,C,D,F,G,H,]K,L,M,N,P,R,S,T,W,Z}

37 Latin capital vowels; Lev:={AEILO,UY}

38 Terminal Latin small consonant letters; Lsc:= {b,c,d,f,gh,jklm,n,p,r,stw,xz}

39 Terminal Latin small vowel letters; Lsv:={a, e i,0,uvVv,y}

40 The set of terminal Cyrillic capital consonants; Ccc:={B,B, I, 4,23 K J,MHI,PCT X1,
Y, I, 100 }

41 Cyrillic capital vowels; Csv:={AEHO0VY 104}

42 Cyrillic small consonant letters; Csc :={6,B,I,1,%,3,K,JI,M,H,1L,p,C, T,d,X, 11,4, 111, 11T}

43 Terminal Cyrillic lowercase vowels. Csv:={ae 1,0,y,10,4}

PrRules production rules are used to identify, classify and mark meaningful grapheme
units of analysis of the input text of content X (words, abbreviations, stable phrases as
idioms and metaphors, sentence boundaries and quotations/sarcasms by punctuation,
emoticons, geographical and proper names, abbreviations, words with apostrophes, etc.) at
the parsing stage, taking into account the language of text fragments. Requirements for
identifying a grapheme unit in a sequence of symbols for further morphological analysis of
words:

1) the character sequence is easily identified and classified;

2) sequence too large to identify value by dictionary;

3) the sequence is too small to identify many values;

4) the number of grapheme units is too large to split the sample.

4.1.3. Morphological analysis of the Ukrainian language

MA consists in identifying, analyzing and determining the form and structure of words in a
natural language text using methods such as Morphological Segmentation f,,

Lemmatization f,, POST B, (marking of parts of speech) and Stemming 3, (Table 5), in
particular:

C’B = B(CB’ DB’ RB)' (23)
where C'g € Cg, C'g = B, o B, o B, (enough for English-language short texts of a certain
topic) or C'g = B3 o B, o B, (for most cases of messages of various topics).

Table 5
Classification of natural language lexeme stemming algorithms
Name Feature Disadvantages Advantages Example
Lemmatization 1. Identification of ~ Strong dependence on High quality and a The lexemes simanobne

parts of speechina  correct recognition of minimal percentage (adjective) and nansue (noun)
sentence (POST). parts of speech. of errors with correct  go through different chains of
2. Application recognition of part rules: Rules = {
stemming rules of the language of a Ending (zsne) — Cut (vre);
according to the word. Ending (zne) — Cut (e) }.

part of speech of
the word to bring it
into normal form.
3. Search in the
matching
dictionary.




Name

Feature

Disadvantages

Advantages

Example

Cutting off
suffixes and
inflections

Separation of
prefixes

11S according
to the table

11S compliance

Stemming in
different
languages

Stemming in
Ukrainian

Stochastic
algorithms

Applying the rules
for shortening the
word to the base
(with a prefix)
Rules = {

Ending (rore) >
Cut (vre);

Ending (yitinum)
— Cut (itnum);
Ending (yitinui) —
Cut (itnuir);
Ending (yitine) >
Cut (iune);

Ending (yitina) —
Cut (itina);
................... .

Along with cutting
off the endings and
suffixes of the
lexeme, separation
in the presence of
prefixes.

The dictionary
contains
all/probable
variants of words
and their forms
after stemming.

Apply knowledge
base only with
word bases after
stemming.

Orientation to
competitive
language.

Variants of
stemming for the
Ukrainian language
as part of other
NLP tasks, but in
most cases are
commercial
projects

They are based on
the probability of
determining the
basis of a word on
the basis of KB.
Lemmatization has
stochastic
properties, when a

The presence of false
conclusions and
distortions of stemming
forms (nmansue will
become nan instead of
naieH). Due to the
specifics of a specific
language, the set of rules
is of different levels of
complexity and number.
There is processing of
exceptions, for example,
when alternating letters at
the base of a word (6irom,
6ixy). It is necessary to
complicate the rules,
where a simple cutoff
negatively affects the
quality of stemming.

The probability of the
formation of words that
are opposite in meaning,
i.e Word={nesanexcnui}
— Stemming={zaxreocn}.

Does not work with new
words or those whose
forms are not presented in
the dictionary. Large table
sizes for languages with
complex morphology
(agglutinative, Slavic,
including Ukrainian).

The probability of
stemming errors increases
with an incorrect
description of the rules
and formation of the table
of endings/inflections
The complexity of writing
stemming algorithms
depends on the features of
the language.

There is little research in
this direction and there is
no free open-source
implementation of such
algorithms.

After processing the word,
several variants of the
base of the word may
appear, from which the
algorithm will choose the
most likely variant. The
probability of stemming
errors increases. The most

Productive and
compact, as the
number of rules is
much smaller than
tables with all word
forms for all parts of
speech, persons,
cases, genders, etc.

Significant
importance only for
some natural
languages.

Simplicity, speed
and convenience of
processing
exceptions to the
rules. For languages
with simple
morphology
(English), the tables
are small.

Through the system
of rules (matching
length of the word
and its stem) 1IS for
the most appropriate
form from the KB.
The main
academic/practical
works are devoted
only to English.

Certain steps in this
direction have
already been taken.

There is only one
logical rule
according to which
we cut off the last
letters from a word.
Algorithms have the
ability to learn, and
the better and larger

Word={nayionanone} —
Stemming={nayionar};

Word={xymominayiinui} —
Stemming={xyreminay};

Word={npusamusayitinuii} -
Stemming={npusamusay};

Word={yusiaizayitiHuii} —
Stemming={yusisizay};

Word={ingpopmayitiHuii} —
Stemming={ingopmay};

Word={npozorouyro,
HA20OULY6AMUL, 6U20N0ULYBAB}
— Stemming={conowy}.

Stemming={in¢popmay} —
Word={inpopmayitinui,
ingopmayivina, ingpopmayiiine,
ingopmayivinum,
ingopmayivinumu,
ingpopmayitinux, ingpopmayitini,
ingpopmayitinii,
ingopmayitinim,
ingopmayitinozo,
be3npumynbHol,
ingopmayitinomy,
ingopmayitinoro,
ingopmayiviny’}
KnowledgeBase={uopn,
yopusg} — Word={uopnsea}
— Count={4, 6}—>
Stemming={uopunsa}.

The algorithm will choose the
longer option.

If English stemming is a simple
task, then Ukrainian stemming
is several levels more difficult.

A detailed description of the
non-commercial stemming
algorithm for Ukrainian is a
matter of time.

Word={ocobucmicms}—
Stemming={ocobucm}—
End={icms};
Word={cnozaou}—
Stemming={cnozao}—
End={u}; Word={ousnumu}—
Stemming={ousen}—




Name Feature

Disadvantages

Advantages

Example

part of speech is
determined without

likely part of speech for
that word is preferred.

taking into account

the context in

which this word

was used in the
sentence.

A hybrid

approach the above

algorithms is used.

A combination of

The probability of
stemming errors increases
with an incorrect
description of the rules
and formation of the table
of endings

the learning base, the
better the result of
their work. The
knowledge base for
these algorithms is a
set of logical rules
and IIS tables.

The table does not
contain all word
forms, but
exceptions to the
rules that are
incorrectly

processed by the
clipping algorithm.

End={umu}, where End — the
result of learning the algorithm,
i.e Word(xusinu) — {End(icmv)
= FALSE, End(x) = TRUE,
End(umu) = FALSE}— Cut (u)
or Word(uytnumu) — {End
(icmw) = FALSE, End (u) =
TRUE, End (umu) = TRUE}—
Cut (u) OR Cut (umu).

For example, the algorithm can
use the method of cutting off
endings and suffixes, but at the
first stage, perform I1S on the
table.

The best way for Slavic languages:

C’B=ﬁ3°B2°B4°B1'

Lematization (3, is the transformation of a word form into a lemma (normal dictionary

(24)

form). Usually, during the transformation, a dictionary is used to present words in their
actual form. Otherwise, remove only inflections and return to the lemma.
Morphological segmentation [, is the division of words into separate morphemes to

identify their class (Table 6-8). The complexity is directly proportional to the complexity of
the morphology (word structure) of a specific natural language (Table 9-10).

Table 6

Linguistic characteristics of some classes of verb stem morphemes

Verb
dapbysatu(cs)
YCMIXHYTHCSH
CTOTHATH
cnutaTH(cs)
cMiATHCH
po3dapbyBaTu(cs)
npuBecTH(cs1)
noAiuTH(cs1)
noGyayBaTH(csi)
HecTHU(cs)
MoJs10TH(CA)

MastoBaTH(cs)
no6uTH(cs)
koxaTu(cs)
3MapHITHU
3anisHIOBaTUCA —
3aMi3HUTUCA
focaimpkyBaTu(cs) —
pocaigutu(cs)

BTpy4aTHCs
BTPAaTUTH — BTpayaTH

BecTH(cs)

Analysis
dap6-yBa-Tu(-cs)
YCMIX-Hy-TH-CA
CTOTH-a-TH
cnuT-a-TH(-cs)
cMij-a-TH-cq
po3dap6-yBa-TH(-cs)
npuBec-TH(-cs1)
noAii-u-tu(-cs)
no6yA-yBa-Tu(-cs)
Hec-TH(-cA)
MOJI-0-TH(-C51)

MaJi-toBa-TH(-cs)
J106-U-TH(-c5)
Kox-a-THu(-cs)
3MapH-i-TH
3alni3H-10Ba-THU-CS —
3ani3H-U-THU-CA
JocaipK-yBa-TH(-cs1)
N

Jocaif-u-Tu(-cs)
BTpy4Y-a-TH-C
BTpaT-U-TH —
BTpayd-a-TH
Bec-TH(-cs1)

Basics
dbap6-(t, d, I, atem, y, ca — A1)
yeMmix-(t, d, I, atem, H, c)
croru-(£,d, I, d, @, ca1)
cnut-(t, d, I, a, @, ca — ¢A)
cMij-(£, d, I, &, @, ca1)
po3dap6-(t, d, I, atem, y, csa — cs1)
npuBec-(t, d, I, atem, @, cs1 — ¢5)
nozin-(¢, d, 11,1, @, ca — ¢s)
nobyn-(t, d, I, atem,y, cs1 — ¢s)
Hec-(t, d, I, atem, @, cs — cs1)
Moa-(t, d, 1, 0,0, ca —cs1)

man'-(t — i, d — d, I, atem, y, ca — ¢A)
J106-(t, d, L1, 0, ca— cs1)

KOX-(t, d 1, a® ca— cs1)

amapu-(t,d, 1, i, @, ca)

sanisn-(¢, d, 1,1, 7, cq)

nocnimk-(t,d —d, 1, 1,7, ca — ca)

2,

BTpyu-(f, d, I, a, @, ca)
1,11, 1, 0, ca1)

BTpau-(t,d —

Bec-(t —t,d, I, atem, @, ca — ca)

Participle
¢dap6-oBa-H-uH
yCMixX-H-eH-ui
CTOTH-y4Y-Ui
CIIUT-a-104-UH
cMij-yu-ui
po3dap6-oBa-H-Huit
NpUBeJ-eH-UH
MoAi-eH- Ui
no6yA-oBa-H-ui
Hec-eH-ui
MOJI-O-T-UH i MeJI-eH-
0%

Masii-0Ba-H-UH
JI06J1-eH- Ul
KOX-a-104-Uui
3MapH-i-J-ui
3ani3H-1Ba-H-Ul =
3ami3H-eH-UH
JOCJIiPK-YBa-H-UH —
IOCHTiIK-eH-uH

BTpPYy4-€H-UH
BTpay-eH-Ui

Be/I-eH-UH




Verb Analysis Basics Participle
6yayBatu(cs) Oyx-yBa-Tu(-cst) 6ya-(t —t,d —d, I, atem, y, ca — ca) 6y1-0Ba-H-UI
aBTOMaTH3yBaTH(Cs) aBTOMaTH3-yBa-TH(- aBromatus-(t —t, d —d, I, atem, y, c1— aBTOMaTHM3-0Ba-H-Ui

cs1) cs1)
Table 7
Basic rules of formation of Ukrainian participles
Class Name Compositional rules
I General structure 1. The word form should include no more than 1 morpheme of each class.

rule 2. Morphemes must be applied in the order of class numbering.

3. Morphemes of classes 1, 4, 5 (stem + suffix + inflection) are mandatory.

11 The rule of  Alexeme cannot simultaneously contain:

incompatibility

1. Morphemes of classes 2 and 3 (thematic element and suffix).

2. Astem with the sign cs and ending -cs.

3. The base with the sign a/i/o and the suffix of the verb with the sign act.

4. A base with the sign @ and a suffix to form verb forms.

5. A stem with the sign d in the absence of a verb suffix and an adjective suffix with the sign
pres (present participles are not possible from the perfect form of verbs).

6. The stem with the sign I and without the sign atem and the suffix of the participle with the
sign II (verbs of the I conjugation do not allow suffixes of II conjugation).

7. The base with the sign II in the absence of a suffix for the formation of verb forms and the
suffix of the verb with the sign /.

8. The suffix for the formation of verb forms and the suffix of the verb with the sign II (the suffix
for the formation of verb forms translates any verb in the I conjugation).

9. The stem with the sign atem and the suffix of the participle with the sign II, different from -
au-/-su- (non-TE verbs do not have II declension suffixes, with the exception of -au-/-su-).

10. A base with the sign 7, @ or o, a thematic element and a suffix of a verb beginning with a vowel
(if TE is not required for a given base, then it is not used before a suffix of a verb beginning
with a vowel).

11. The stem with the sign atem (respectively without the sign atem) and the suffix -tou-/-su-
(respectively -yu-/-au-), for example, simxaio(mv) — 3imxarouuii, cnisaio(ms) — cnisaiouuil,
KeimHy (mv) — keimmyuuil, nesca(mv) — neacaquti. These formsare of limited use in the modern
Ukrainian language.

12. The verb suffix with the sign act and the inflection with the sign f = o (the invariable form
of the verb is formed from passive participles by replacing the ending with £ = o, for example,
3pobnenuti — 3pobneHo, 3a0umuli — 3a0UmMo, HANUCAHUL — HANUCAHO, PO32NAHYMUL —
PO3NAHYMO).

13. A suffix for the formation of perfective/imperfect verb forms of mostly foreign origin and a
participle suffix with the signs of act, for example, uacrioysamu — wnacrioysanuii,
eapanmyeamu — 2apaHmo8aHull, IHMeHCUpIKyeamu — iHMeHCUpikosanuil, 3acOXHymu —
sacoxaui, menecpagysamu — menespagosanull, APOGUYEAMU —  APOBUIOBAHULL,
opeanizyeamu — OpeaHi308aHUlLl, OP2aHI308Y6aMU — OP2AHI306aHUl, MeleoOHy8amu —
menepoHo8aHUll, BOEHIZYBAMU — BOEHI308ANHUL, AMAKYBAMU — AMAKOBAHULL, NDOMOKHYMU —
NPOMOKIUU.

14. Verb suffix and ending -cs (verbs cannot have -cs).

15. A stem with the sign 7 (corresponding to the sign @) and TE different from -u(i,i)-
(corresponding to -a-/-s-).

11 The rule of The word form must contain:
inseparability

If there is a base with the sign i — TE -u(,i)-.

If there is a base with the sign a — TE -a-/-s-.

In the presence of a base with the sign of atem and a suffix of a participle beginning with a
consonant - either TE, or a suffix for the formation of perfect and imperfect forms of verbs
mainly of foreign origin.

If there is an infinitive base with the sign -a (-s), -yea- (-106a-), -osysa- — the suffix -u- (-ui, -
a, -e, -i), is added to it, for example, nocis-(mu) — nocisnuii, wvuma-(mu) — yvumanuii, po3nuis-
(mu) — posnunsnuil, nuca-(mu) — RUCAHULL, 3ieHa-(MiL) — 3I2HAHULL; 3A20108aMU — 3A20108ANUL,
ocnigyeamu — ocnigyeanuil, 3acmocogysamu — sacmocosysanui; the suffix -yea- (-roea-), if
the stress moves to the first vowel, it changes to -osa-, for example, poszopyxyea(mu) —
po30pykosanuti,  copmymosa(mu) —  chopmynvosanuil,  peKoHcmpyrsa(mu) — —
PEKOHCMPYI0BAHULL, 3anpo2pamysa(mu) — 3anpospamosaHuil.




v

Morphological
and phonological
rules

6.

In the presence of a base with the sign o — TE -op()o- and the possibility of forming parallel
forms of participles for infinitive verbs (koromu — konomuii i konenuit, nopomu — nopomuii i
nopeHuil, MOIOMU — MOLOMUIL 1 MeleHUll).

If there is a base with the sign cst — the absence of the particle cs in verbs.

Morphological rules refer to sequences of graphemes, and necessarily take into account their
morphological role. Phonological rules deal simply with sequences of phonemes, regardless
of their morphological status.

10.

11.

12.

13.
. Adverbial suffixes are not doubled, since the stress in adjectives falls on the root (Table 6).
15.

16.

17.

18.

If the base of the infinitive ends in vowels -u, -i (-i) or consonants, then the suffix -en- (-en-);
is the formative; final vowel bases are dropped, and consonants are mostly subject to changes,
for example, empam-u-mu — empau-en-ui.

All verbs in --omimu | conjugations that have counterparts in -omamu (yoxomimu —
yoxomsame, but yoxomamu — yoxouymo): mypkomimu, 6ynexomimu, mpickomamu etc. Some
verbs with a base in -omamu | conjugations do not have counterparts in -omimu, for example,
benvk-oma-mu — 0ebKk-04-y, OenbK-04-ynb, MypM-0mMa-mu — Mypm-0y-y, mypm-ou-ymo. In
order to describe cases such as 6ervk-oma-mu (alternation of i/a is impossible) or yoxomimu
— yoxomamu (alternation of i/a is possible, but not necessary) that are not considered here, it
is necessary to introduce one more feature of bases: the alternation of i/a before -mu
possible/impossible/obligatory.

In the word form containing the suffix -yea- (-106a-) and the stress shifts to the first vowel, the
suffix changes to -osa-, for example, pexoncmpyiosa(mu) — pexoncmpyiiosanuil,
cpopmymosa(mu) - chopmynvosanuil,  po3opykyea(mu) —  po30pyKo8auuil,
3anpozpamysa(mu) — 3anpocpamosaHuil.

In passive verbs -u- is not doubled, for example, namanvosanuii, 3a6’szanuii, 3pobrenui,
Hamxuenuu etc.

In the stems of verbs, the suffix -uy- is not preserved when changing form, for example,
cmyxuymu (d,what to do in future) — cmyxamu (d, what to do now), xkpuxmymu (d, what to do
in future) — xpuuamu (d, what to do now). When forming adjectives, as a rule, it is also
dropped, for example, zacoxuy(mu) — sacoxauii, npomoxmy (mu) — npomornuil.

Between two adjacent vowels belonging to different morphemes, j appears, for example,
po30in’ + a + jyu + uil, abo nocij + a + n + uil, posnun’ + a + n + uil.

In case of word change and word formation in the verb forms z-o«c, k-u, x-w, for example,
bepezmu — bepedrcy — bepedrceHuil, cmepezmu — CMepexcy — CMepelceHul.

With word change and word formation in the roots of verbs (Table 6).

During the formation of verbs, in some cases consonants alternate in personal forms (Table
6).

If the base of the infinitive ends in the vowels -u, -i (-i) or consonants, and the suffix -ex- (-
en-), is the formative, then the final vowels of the bases are dropped, and the consonants
usually undergo changes, for example nexmu — neuenuii, 3acnokoimu — 3acnokoeHuil,
sepmimu — 6epyenuil, yCmumu — nyweHuil, 3anpsAaemu — 3anpANceHull, 3MyCumu — 3MyueHui,
V3200umu — y32000icenuil, pazumu — epadicenuti, 3aeoimu — 3azocnuil. Before these suffixes,
after labials, -z-, appears, for example, kynumu — kynaenuit, 3pobumu — 3pobnenuil, 6108umu
— GNOGNCHUIL, 3IOMUMU — 3TOMACHUIL.

Sometimes -6a- is lost depending on the tense of the verb, for example, s6usamu — soumu,
Kynysamu — Kynumu, ajie OpyKyeamu — HaOpyKyeamu, cnieamu — npocnisamu.

In the word form that has the suffix -y(r0)sa-, or the base has the ending u/a the root vowel o
is replaced by a in some cases. In order to describe cases not considered here, such as
sacnokoimu — 3acnokorsamu and sacnokoecnuii — sacnoxorosanui (alternation of o/a is
impossible) or romumu — namamu and romnenuii — namanui (alternation of o/a is possible, but
not mandatory), it is necessary to introduce one more feature of the base - alternation o/a
before -y(r0)sa- possible/impossible/obligatory. Alternation in verb roots occurs for such
vowels (Table 6).

There are rules for using verb suffixes (Table 6).

Before the suffixes -e(¢)u-, -y(10)6a-, -osa-, -osysa- the hard final consonants of athematic
stems are softened: 0-0’, c-c' etc.

Before the suffixes -e(e)u-, -y(10)sa-, -osa-, -osysa- the final consonant of the stem -¢'- is
replaced by -w-, and the final consonant -6'- by -6x"- (similarly, 0o, m'-u, ¢'-6x, €tc.; but our
list does not contain stems in --0"-, -m"-, -¢’-), for example, z0bumu — no610 — MobREHUIL,
nOMOOIAMU — NONODJIEHU, BUCIMU — BUULY, BUBIULYBAMU — BUBIUEHUIL; YII00IeHull, pooumu
— pobto, pobreHuil, BUpoOIsAI0 — BUPODIEHU.

The unchanging form of the verb is formed from passive participles by replacing the ending
with the suffix -o, for example, spobnenuii — 3pobneno, 3abumuii — 3a6umo, nanucanuii —
nanucano, pozenawymuil — pozensnymo. It is necessary to use the form with no, -mo instead of
passive participles when there is a need to emphasize the action, not the sign, for example,
VPOK 3AKIHYEHO, KHUNCKU 30AHO.

The combination ju is replaced by i.




\Y Graphical and 1. The combinations ja, jy, je, ji are represented by the letters 4, 1o, €, i, respectively.
orthographic 2. The combinations X'a, X'y, X'e, X'i, X'u are depicted on the letter as X5, X, Xe, Xi, Xi
rules respectively (X'is any paired soft consonant).

Table 8
Additional clarifications of morphonological and phonological rules
N Rule Example
A The basic rules of alternation of consonants in personal forms
1 Conjugation (declension) | - consonants 3aceucmamu — 3acéuugy, XOmimu — Xouy, 4ecamu — Yeuty, KOauxamu —
change at the end of the stem, ifthereisan  komuwy, mazamu — masicy, moemu — mooicy, nonockamu — norowsy, neKmu —
alternation in the 1st person singular — 2- neuy — neueHui,
o1C, 3-01C, K=, X-Ul, C-Ull, M-4, CM-U, CK-1l}
2 Conjugation (declension) Il - we have 30umu — ic0dCy, NPOCUMU — RPOULY, BO3UMU — 60JCY, MPEMMINMU —
sound changes only in the 1st person mpemuy, 600umu — 6004cy, Mocmumu — mowy — mowgenuti. The only
singular — 0-0orc, m-u, 3-oic, c-w, 30-01coxc,  exception is the verb 6izmu (and derivatives: nepe6izmu, 3a6izmu Tomo), in
cm-wy which z alternates with orc in all personal forms, for example: 6izmu — 6ioxcy,
Oidicuw, Gixcumo, 6isicamo (6ubizmu — eubisicy, eubizicuw etc);
B Consonant alternation rules in verb roots
1 6-61 nomoOIsIMU — NONIOONCHUL, THOOUMU — 1100110 — 0ONeHUTl, YI0OIeHUL,
pobumu — pobao, pobaenuil, 6UpooOIAI0 — UPOOIEHUL,
2 6-611 JI06UMU — JI08110, GUNOBNIOEANU — GUILO GLEHUIL,
3 0-001c 20POOUMU — 020POOHCYBAMU — 020POONHCEHUTL; 20POOUMU — 3A20POOUMU —
3a20po0diceHull,
4 30-21COHC 30umu — idcoxcy — idcoxceHul;
5 3-01C BO3UMU — BOIICY, BUBOIICY — GUBE3CHUIL, TAZUMU — JIAICY;
6 M-MIL 2POMUMU — 2POMIIO — NOSPOMUMU — ROSPOMICHUIL,
7 n-nin mepnimu — mepniio — mepuiAYUiL,
8 cm-wy po3Micmumu — posmiwgy, po3smicmumu — po3miwyeamu — po3miueHul,
Macmumu — Mawy, HaMawy1o — HAMAWEHUl, MOCIUMU — MOWLY, 3AMOULYIO
— 3amaweHull;
9 c-u sucimu — ULy, UBIULY8amu — BUBIUIEHUT,
10 m-0 secmit — 600UMU, BUBOOUMU —6UBCOCHUIL,
11 m-u Jemimu — jiewy, nIamumuy — niayy, CRIA4yeamu — CHIAYeHutl, Kpymumu —
KpYuy — KpYUeHuil, HAKpyuyio — HAKpyUeHull; nIamumu — CRAGmumu —
cnaaueHull;
12 - epaghumu — epagpnio — epaghnenuii, posepaguiosamu,
C Alternation rules in verb roots for the vowels o and a
1 with a — repeated, repeated action, cKaKamu — CKaKaroyull; IAMamu — JAMAaruull; Kpasmu — Kpaiowuil; kKamamu
imperfect form — KAMaroyuil; Xanamu — Xanaiowuil; 2ausmu — 2ansiowuil; KiaHsmucs,
donomazamu; eXCEPLion — gumosnsmu; npowamu; 3acNOKO8aMU;
VCMAHOGIO8AMU.
2 with o — continuous, undivided action or 20HUMU — 2OHEHULL, CXONUMU — CXONJEHUN, KOMUMU — KOYEHULL, KIOHUMU —
one-time, finished, perfect form KIOHeHUll; Kpoimu; IOMUmu; 00nomMo2mu; ckouumu; exception — gumosumu;
npocmumu; 3acHOKOImMiL; yCManogumu,
D Alternation rules in verb roots for the vowels e (uncased) and i
1 with i — in prefix verbs of the imperfect BUKOPIHIOBAMU; 30epieamu; HapIKamu; GURIKAMu;, 3amimamu; guepioamu;
form npuyiniamu and 3auinamu,
2 with e — in prefix verbs of the perfect form BUKOpeHUmIL; 30epecmu; HapeKmiL; GUNEeKMIU; 3aMecmu; guepebmu;
npuuenumu
3 in verbs with the suffix -yea- (-r06a-) with NoOIOCKAmMU — GUNOJICKY8AMU — GUNOLICKYBANHSL, YeKAMU — OYIKY8amu —
an accent on the root and in nouns derived OUIKY8AHHS1, 3A6EPMIMU — 3AGIPUY8AMU — 3AGIPUYEANHSL, Opexamu —
from these verbs on -uns Habpixysamu — HAOPIXyeanHs, ane: nompedysamu — nompeoyeanHs,
BUBEPLY8AMU — GUECPULYBAHHSL, NPULYETIIOBAMU — NPULYENIIOBAHHSL.
E Alternation rules in verb roots for the vowels e (dropped) and i before 1, p
1 with u — in verb roots cmupamu — cmepmuil — Cmupaloyuil, 3a6Mupamu — 3a8Muparyull,
subUpamu — 8UOPAHUL — BUOUPAIOYUTI, YMUPATU — YMUPAIOYULL.
2 with e — in verb roots 3a6mep — 3ampy — 3aemuparouutl, 6epy — opamu — ubpanull — eUOUParOYUL,
BUCENIO — GUCTIAMY —GUCTAHULL — GUCMENAIOUUIL, CINED — CIEePMULL —
Cmupauull, ymepmu — ympy —yMuparduil;
F Rules for using adjective suffixes
1 -an(uil) nopignanuil
2 -en(ul) 3aeiwieHull, He3niueHull, HeCKinueHull, HeoyiHenull, KynieHui
3 -an(utr) CKA3AHU, 3A6IUAHUN, BUXOBAHULL
G Rules for using verb suffixes




2 on

on the first suffix vowel

the root in derived words
and forms (from verbal
nouns and verbs)

-06y6a-

3a601108Y8AMU — 3A60TI0BYEAHHA — 3A60UOAHUIL, NEPEMATLOBYEAMU —

nepemanbo8y6aHHs —NepemanlbO8aHUil.

-o6a-

nionopsokoeanuil, but nionopsioxyeamu, nionopsoxkyeanHs;, Maibo8aHuil,

but manroeamu, manwsanns; opykosanuii, but opykyeamu, Opyxyeanns;
puwmosanuii, puwimosanns, DUt puwmyeamu, puwmyeanns;

-roea-
-yea-

niooimosamu — nioOiNO8aHHs — NIOGINIOEAHULL,
Mapuwupyeamu — Mapuupyeanns, 6omoysamu — 60mM0y6ans, MapKyeamu —

MApKYBAHHS, BUBEPULYBAMU — 6UBEPULYBAHHS — BUBEPULYBAHULL, OYIKY6AU —

OYIKYBAHHS — OYIKYBAHUIL,

Table 9
Analysis of grammatical/morphological features of Ukrainian/English languages

Linguis
unit

tic
definition

Interpretation of the

Language

UKrainian

English

Noun

Noun
definition

Pronouns

Reflexive
pronouns

Verb

aname (Robert), a
person or thing (a
teacher - BUUTEJIb, a

table - ctin), an action

(a conversation -
pO3MOBa).
anoun that is the

a stone bridge
(xamiHHUE MicT).
aword used instead

of anoun (A boy reads

books - He reads

books). Pronouns are

divided into several
classes according to
their lexical meaning
and morphological
features

From possessive
pronouns my, our,
your, etc. by adding
endings

a separate word or
phrase describing a
state or action (He
loves his children.
Children play in the

yard Verbs in English,

as well as in
Ukrainian, mean

action (to go, to build),
state (to sleep, to rest),

feelings (to hear, to
like), thinking

processes (to think, to

realize). There are
several compound
verbs in the English
language that have
two stems: to
whitewash, to

browbeat, to machine-

gun. Many English

verbs coincide in form

with nouns (rarely
with adjectives):

definition of another -

They have a grammatical
gender.

There is none

9: personal, inverse,
interrogative, relative,
possessive, indicative,
indicative, indefinite,
negative

cebe

In the Ukrainian
language, the verb has 5
typical forms. These
forms can be recognized
by their characteristic
endings: 1) indefinite
form (infinitive); 2)
personal form: (BiH)
nuw-e, nuca-B-@, Hanuui-
e, 6yde + nuca-Ty,
nucamu-me, nuca-B-@ +
6u, xall + nuw-e; 3)
participle: noxcoemi-n-
MM, nocusi-JI-u#; nuca-H-
MM, nionuca-H-uM;
3a/1106/1-eH-UH, 6ay-eH-
M#; sBUMU-T-UH, KO/10-T-
uH; active participles
(writing) are not
inherent in the Ukrainian
language, this function is
performed by descriptive
constructions — what (or
which) writes.4)
impersonal on -Ho/-To:
Hanuca-Ho, 3po6ie-

They have no grammatical gender

It exists

8: Personal, Possessive, Reflexive, Interrogative,
Demonstrative, Relative, Indefinite, Reciprocal

The Reflexive Pronouns - myself, yourself,
himself, herself, itself, oneself, ourselves, yourselves,
themselves.

Modal, emotional, phrasal, irregular. Verbs are
simple, derived, complex and compound. Simple
verbs consist of one underived stem: to run, to
speak, to go, to try etc. Derived verbs have suffixes
or prefixes: to organize, rewrite, to discover, to
mispronounce. Compound verbs consist of two
parts - a verb base and a separated suffix, which
are written separately and can be separated by
other words: to stand up, to sit down, to go away,
to put onTa iH. Sit down, please! Put your cap on!
Compound verbs are very common in the English
language. All endings in such verbs are joined to
the stem. He always wakes up at 7 o'clock. I'm
writing down your address.




Linguistic
unit

Interpretation of the
definition

Language

UKrainian

English

Infinitive

Incorrect
forms

Participle

Present
participle-1
time
(Present
Participle or
Participle

D).

Present
participle-2
time
(Past
Participle or
Participle
).

Adverb

initial form of the
verb

those that change
according to the usual
rules See correct
forms.
itis a form of the verb
that means a feature
of the subject by
action or state and
answers the question
which? which one
which one which?
(xMaporo noBiTi,
BpSITOBaHa IJIAHETA,
3ayapoBaHUH
Kpacolo).
It has two forms:
Present Participle
Simple, which
corresponds to the
Ukrainian present
participle. Present
Participle Perfect,
which corresponds to
the Ukrainian present
participle and
imperfect adverb.

t corresponds to the
past participle in
Ukrainian. speech
Passive participles in
the Ukrainian
language are formed
from the base of the
infinitive of transitive
verbs of the perfect
and imperfect forms
with the help of the
suffixes -m(uii), -
H(uli), -eH(uti), -
€H(ull):
Mumu—mumut,
3aciamu—» 3acisiHut,
8e3mu—»6e3eHull,

3aceoimu—3aceo€eHull.

aword that does not
change in number or
case, indicating how,
when, where, where,
etc. the action takes
place

HO,NpPOoXCU-TO, 8UNU-TO;
5) adverb: nuw-yun,
J1106/1-5194, hidhuca-BIIH,
no/16u-BILIN.

without participle: nuca-
TH, 2080pU-TH, 1iMA-TH,
2pUMi-TH, Mep3Hy-TH,
dusysa-TH;

There is none

Active participles express
the sign of an object by
its action (masaroue
He60). Passive participles
express the feature of the
subject by action, which
is caused by the action of
another subject over it
(nocisiHe »xuTO (XTOCH
1ocisiB)).

Active participles of the
present tense are formed
from the base of the
present tense of
transitive and
intransitive verbs of the
imperfect form with the
help of the suffixes -
yu(uii), -10u(uii) for verbs
of the 1st conjugation
and -au(uii), -au4(uii) for
verbs of the 2nd
conjugation -th
conjugation
(pese—»pesyuuti,
npaye— npayrowovuli).
Active participles of the
past tense are formed
from the base of the
infinitive only of
intransitive verbs of the
perfect form with the
help of the suffix -
A(uii):3amep3Hymu—>
3amep3aul,
no6inimu—»no6iaiautl.

BiH roBopuTb LIBUAKO

as a rule, with the particle to - to write (He likes to
write letters).

Verbs - be was/wher been write wrote written,
degrees of comparison of adjectives/adverbs -
good better best.

An impersonal form of an English verb that has the
properties of a verb, an adverb, and an adjective.
In Ukrainian, the English participle corresponds to
the adverb and the participle.

-ing form of the verb (reading the book he makes
notes - YUTalYU KHUTY, BiH po6uTh no3HadykuThe
Present Participle Simple in the active state is
formed by adding the ending —ing to the 1st form
of the verb - just like the gerund. In Ukrainian itis
translated by an active participle.

the third form of the verb as break-broke-broken
(a broken cup - po36uTa yamka). The participle of
the past tense has only the passive form and is
translated as the participle of the past tense into
the Ukrainian language.

He speaks slowly




Linguistic Interpretation of the Language
unit definition Ukrainian English
Quantitative  aninvariable answers the question a word that indicates the quantity of something:
adverbs independent part of how? where? where? many, much, some, any.
speech that expresses ~ how much? to what
asign of action, a state  extent?
of an object or a sign
of quality
Adjective describes a person, aword that changes in aword that does not change in number, gender
thing, event, etc. (see number, gender and case  and case (a tall boy, a happy end, a long holiday).
degree comparisons
of adjectives)
Possessive Means belonging to Mii, TBiH, Horo, ii, Hal, mine, yours, his, hers, ours, theirs
pronouns someone or ixHiN.
something
Prepositions  are used before a They exist, but do not such words as at, in, on, to, under, near (in the
noun to indicate place, have a literal translation street, on Wednesday, at home).
time, direction from English
Singular one thing or person (a  Thereis and is used There is and is used with the article
girl, a man, a child, a without an article
room).
Person the grammatical 1st person - 5, mene; 2nd  1st person - I, me; 2nd person - you; 3rd person -
person of the pronoun  person - Ty; 3rd person -  he, she, it, one, they.
8IH, 60HA, BOHO, BOHU.
Conjunction v and (i, a), but (ane), Momy moso6aeTnes He likes hard rock but I like classical music.
when (konn), because TSDKKUH POK, ajie MeHi
(Tomy 1o, 60), Mo106AETHCS KJIaCUIHa
connecting sentences.  My3HKa
Time verb form indicating 3 forms of the verb 12 forms of the verb depending on time (present,
time depending on the time past, future).
Table 10
Analysis of syntactic/semantic features of the Ukrainian/English languages
ngu.lSth Interpretation of the definition - Language .
unit Ukrainian English
Sentence imperative, exclamatory, Arbitrary order of Strict word order
interrogative, narrative, words
negative, affirmative.
Subject noun, pronoun or other partof =~ MamunHa Mae jBo€ A car has two doors. We are happy.
speech that precedes the main ZBepuAT. MU wacausi.
verb (predicate).
Object part of speech (noun, pronoun,  The objectis expressed  The object can be direct, indirect,
verb, etc.) that follows the main by the same parts of prepositional. The addition can be
verb of the sentence speech as the subject. expressed by a noun, a pronoun, an
(predicate) and answers the infinitive, a gerund, a whole subordinate
question what? whom? clause. (I can see a bus. They ask me to
help.)
Narrative in which something is affirmed  Arbitrary order of Strict word order
sentence or denied (He speaks English. words
He doesn’t speak English.).
yes/no A general question that needs Arbitrary order of Strict word order
question an answer yes (Tak)/no (Hi). words
Negative sentence with a participle not Arbitrary order of Strict word order
sentence (He) (He doesn’t speak English. words
We don’t like classical music).
Affirmative neither negative nor Arbitrary order of Strict word order
sentence interrogative (He speaks words
English. We like classical
music.).
Exclamatory  expresses surprise, anger, etc Arbitrary order of Strict word order
sentence (What a nice day! - Axuii words

YyI0BUU fieHb!)




Linguistic

Interpretation of the definition

Language

unit Ukrainian English
Question alternative, general yes/no Arbitrary order of Strict word order
question to the subject, words
disjunctive, special wh-
question.
Short an answer containing Arbitrary order of Strict word order
answer subject+verb-predicate (Who words
came? - Mike did).
Uncountable nouns that are not used in the There are exceptions. There are exceptions. They have either a
nouns plural: air - nmoBiTps, snow - They have either a singular form or a plural form.

Active state

Passive
state
Alternative
question

Question
about the
subject
Higher
degree of
comparison

A relative
subordinate
clause

Relative
pronouns

Indicative

Plural

Modal verbs

cHir, milk - MoJi0KO.

the action is performed by the
subject. See passive condition.

the action is aimed at the
subject
a question that offers a choice

a question asking about the
subject (formed without an
auxiliary verb)

a form of an adjective or
adverb used to compare two
persons, things, concepts, etc

a clause introduced by a
relative pronoun

are used to connect the main
and subordinate clauses.

The active mode (indicative)
means a real action; is the most
used. Verbs in the present
mood change according to
tense.

more than one (girls, men,
children, rooms). See singular.

this is a functional-semantic
category that expresses the
relationship of the content of
the statement to reality and the
speaker to the content of the
statement. Modality is an
essential feature of a sentence.

singular form or a
plural form.
Arbitrary order of
words (XJIOmYuK
pO36HB YallKy a6o
YalKy po36UB
XJIOTTYHK).

There is none

JloBiIbHUI MOPALOK
cniB (Bin roBoputh
aHIJIIACBKOIO YU
icmaHcbko10? a6o
['oBOpUTH BiH
aHIJIIACBKOIO YU
icmaHcbKo10?).
Arbitrary order of
words

Two degrees of
comparison: higher
(cMaunimwmit) and
highest
(Ha#icMavHimIMi)

Arbitrary order of

words (Lle kHura, Ky s

KynuB BYopa a6o Lle
KHUTa, IKy BYOpa 51
KYIIHB)

what, who, how much,
which, whose, which.

The meaning of the
past and present is
real, and the future is
hypothetical, so it can
have a tinge of the
meaning of the invalid
mood.

Addition of different
inflections depending
on the gender of the
noun.

Grammatically,
modality is expressed
by combining a verb
(or other predicate)
with modal particles,
adverbs, verbs, as well
as phrases and
sentences. Compare
also the different
modality in the

example: nidu-Ho, nidy,

Strict word order (A boy broke a cup).

be+ participle - A cup was broken (4awky
po36uTo).

Strict word order (Does he speak English or
Spanish?).

Strict word order (Who came late? - Jack
did.)

Three degrees of comparison: ordinary
(the Positive Degree), higher (the
Comparative Degree) and the highest (the
Superlative degree): (smaller than -
MeHIUUH HX, more expensive — JOPOXKUHit
HiX).

Strict word order (This is the book which I
bought yesterday).

who (XTo, TOH, 110 IKUH, KOTpUit); whom
(kxoro xoMmy); that (akuit); which (koTpu#,
SIKWH, XTO, 110); whose (41, 4usl, YHE, 4ui).
shows that the action is regarded as a real
factin the present, past or future tense.

Adding the ending s except for exceptions
(there is an alternation of letters in the
word or the ending en)

can, could, may, might, will, would, shall,
should, must, ought to, need, needn’t, used
to.




Linguistic
unit

Interpretation of the definition

UKkrainian

Language
English

Sensitive
verbs

The highest
degree

Imperative

Subjunctive

Correct
forms

Possessive

Adverbs of
degree

Simple time
A divisive
question
Complex
Special wh-

question

Along time

Form -ing

Phrasal verb
Timestamps

such verbs as feel (mouyBatu),
hear (uytH), look (nuBuTHCS),
smell (BijuyBaTH 3anax,
HIOXaTH), sound (3By4aTH).
form of an adjective or adverb
expressing the highest measure

averb in the form of an order,
instruction, etc

shows that the speaker
considers his action as a real
fact, as something permissible,
desirable.

those that change according to
the usual rules. See irregular
shapes

formed with the help of
inflections

such words as enough
(mocurtn), fairly (mocuTs,
ninkom), hardly (nense,
Hacuiy), quite (11iJIKOM, 30BciM,
a6CoJIIOTHO, TOBHICTI0), rather
(wBUALLE, Kpallle, TePeBaXKHO).
(past, present, future)
expresses short-term action

a short interrogative part that
follows the narrative

(noun, pronoun, etc.) of two or
more parts

a question that begins with the
interrogative words who(m),
what, when, which, why, where,
whose.

the form of the verb formed
from the auxiliary verb be and
the semantic verb with the
ending ing be + V-ing

averb, adjective, or noun
ending -ing.

averb used with prepositions
adverbs that indicate when an
action takes place

mu 6 niwos, Hexall 6u
mu niwos, 6odati 6u mu
niwos.

There are no syntactic
features of use

The simple form of the
highest degree is
formed from the form
of the highest degree
with the help of the
prefix Haii-. Prefixes
like-and what- can be
used for reinforcement.
The compound form of
degrees of comparison
of adverbs is formed by
adding to a regular
adverb: for the higher
degree of the words
more, less; for the
highest degree of the
words Ha#6iabm,
HaWMeHIL

Arbitrary order of
words

Does not exist

All verbs have the
correct form

Or change the word
(Mama- MaMHH, TaTo -

TaTOBUH)
There are

Does not exist
There is none
XTO0-HEOY b,
BYXOT'OPJIOHIC.

Arbitrary order of
words

There is none

There is none

There is none
Similarly to English

There are syntactic features of use

the largest, the most important

Strict word order (Open the book! Don’t
smoke!).
Exist

Verbs - play - played - played, degrees of
comparison of adjectives/adverbs - small -
smaller - the smallest

apostrophe and letter s (‘s): ‘s is added to
nouns (common or proper) to indicate
belonging to John’s father (6aTbko /l>koHa).
There are (The film was quite good.)

Exist (The dance well. He lived in Kyiv).

Exist. (He speaks English, doesn’t he? He
doesn’t speak English, does he?).
schoolboy (wikossp), somebody (XTOCB).

Strict word order

indicates that an action is taking place, has
taken place or will take place in
development. (She is writing (BoHa nuiue,
TO6TO 3apa3); She was writing (BoHa
nucana); She will be writing (BoHa
nucaTume).

He is reading a boring book; I like reading.

Look at the picture. Come in.
last year, today, in 1994, on Sunday




The English language has a significantly simple morphology, especially inflectional
morphology, and therefore often completely ignore this task and model all possible word
forms accordingly (for example, for to run [ran] - run, runs, ran, running, for to work [wark]
- work, works, worked, working) as separate words. In languages such as Turkish or Indian,
this approach is not possible because each dictionary entry has thousands of possible word
forms. Slavic languages are quite complex and have many endings for one word depending
on the case. For example, the verb 6izamu [bihaty] (to run has) a significantly large
vocabulary in Slavic languages, so we classify cognate lexemes by parts of speech. Only for
the first version of the translation, depending on the structure of the sentence, there may be
36 options for choosing the appropriate verb form in the Ukrainian language and 60 options
for the Russian language (Table 11).

Table 11

Forms of the verb 6izamu [bihaty] (to run) for different languages depending on the context
No English Ukrainian Russian No English  Ukrainian Russian
1 run 6iraTu GeraTb 31 running 6iramoTb GeramoT
2 6ir Ger 32 6irarouu 6eras
3 6ixkuTe 6exure 33 BIKUTH B6EXHUT
4 6ikaThb GeryT 34 Bixydn beryyu
5 6ixu beru 35 6irarouu Gerarouia
6 6ixkiTb 6erure 36 6eratomast
7 I run 6irato 6eraio 37 6eraroiee
8 6ixy oery 38 Geraroiue
9 let's run 6i>KUMO 6eXXUM 39 6erarmuiero
10 6iraemo, 6iraem  6eraem 40 6eraronei
11 6iKiMO noo6exaau 41 6erarnumx
12 yourun 6iraem Geraeub 42 GeraroiemMy
13 6iraere beraere 43 6eramwium
14 6irai Geraii 44 Geramuyo
15 GixKuII 6EeXKUIIb 45 6erarler
16 6iraiTe GeraiTe 46 6eranuyMu
17  runs 6irae 6eraer 47 6eraroiem
18 ran 6iraB Geras 48 Girmru 6eraBLIMi
19 6irasa 6eraja 49 6erapiias
20 6iraso 6eraJjio 50 GeraBliee
21 6iraau 6eranu 51 Gerapline
22 6irsia 6exxasia 52 6eraBuiero
23 6irJio 6exxasio 53 GeraBliei
24 6irsu 6exxanu 54 6eraBIMX
25  Iwillrun 6irTumy nobery 55 6erapuiemMy
26  youwill run 6irrumernt no6exums 56 GeraBIInM
27  youwill run 6irrumere no6exure 57 GeraBIIyo
28  will run 6irtume MoGEXHUT 58 GeraBlier
29  wewillrun 6irrumMemMo no6exum 59 GeraBIIMMHU
30 willrunaway 6irtumyTh no6eryT 60 GeraplieM

Then for all of the 13 forms from the Table 13 the word run has 36 variants of analogues
in Ukrainian without taking into account the context of a specific sentence - this is more
than 450 results. In addition to the common base forms for the verb 6izmu [bihty] (to run),
there are more than two dozen, less used words, for example

gbizamu [vbihaty] (run in), su6izamu [vybihaty] (run out), do6izamu [dobihaty] (catch up),
3a6izamu [zabihaty] (run in), Ha6izamu [nabihaty] (run over), o66izamu [obbihaty] (run around),
gid6izamu [vidbihaty] (run back), nepe6izamu [perebihaty] (run over), no6izamu [pobihaty] (run
over), nid6izamu [pidbihaty] (run up), npo6izamu [probihaty] (run over), 36izamu [zbihaty] (run
over), gbizmu [vbihty] (run in), su6izmu [vybihty] (run out), do6iemu [dobihty] (run over), 3a6iemu



[zabihty] (run over), Ha6iemu [nabihty] (run over), gid6iemu [vidbihty] (run back), nepe6izmu
[perebihty] (run over), npu6izmu [prybihty] (run over), nio6iemu [pidbihty] (run over), npo6iemu
[probihty] (run over), 3a6izamu [zabihaty] (run over), Hab6ieamucs [nabihatysya] (run over),
npo6iemucs [probihtysya] (run over), pos6iemucs [rozbihtysya] (run away), 36iemucs [zbihtysya]
(converge), y6icamu (run away) [ubihaty], etc.

Each of these words has about 36 variant forms depending on sentence structure and

context (over 1000 variant word forms). In addition, the word run when translated into
Ukrainian can also take on the meaning of a noun, adjective, adverb, adjective or compound
word. In addition, the noun and adjective have their own form of declension (7 cases in the
Ukrainian language with different inflections and corresponding alternations of letters
depending on the rules of the morphology of the language), for example:

e Noun in different genders, for example:

6ie [bih] (run), 6ieanHs [bihannya] (running), 6izaHuxa [bihanyna] (runner), 6izyn [bihun] (runner),
6ieyHka [bihunka] (runner), 6ixceneys [bizhenets'] (refugee), 6ixcenka [bizhenka] (refugee),
6iscencmeo [bizhenstvo] (refugee), subiz [vybih] (run out), subieanus [vybihannya] (running out),
3a6ie [zabih] (race), 3a6izaiinieka [zabihaylivka] (runabout), 3a6ieanHs [zabihannya] (short and
rare visits), Ha6ie [nabih] (raid), Ha6ieanHs [nabihannya] (run over), nepe6izanus [perebihannya]
(running over), nepe6ixcuuk [perebizhchyk] (defector), nepe6incuuys [perebizhchytsya] (defector),
no6izatiyuk|[pobihaychyk] (runner), no6ieenvku [pobihen'ky] (runs), npo6ie [probih] (run),
npobixcka [probizhka] (scamper), nepe6ieanHs [perebihannya] (running over), po36iz [rozbih] (run
up), po36ixcka [rozbizhka] (run off), 36ieanHs [zbihannya] (coincidence), etc.

e Adjective, for example:

no6ixcHutl [pobizhnyy] (cursory), 6izosiii [bihoviy] (running), 6ixcencokuil [bizhens'kyy] (running),
Hab6izaHutl [nabihanyy] (running), 36ieanuti [zbihanyy] (running), su6ieanuii [vybihanyy] (running),
3a6izanuti [zabihanyy] (running), npo6ieanuii [probihanyy] (running), nepe6izanuii[perebihanyy]
(overrunning), po36izanuii [rozbihanyy] (running), etc.

e Adverbs, for example:

no6ixcHo [pobizhno] (casually), 6izom [bihom] (by running), nepe6isxckoio [perebizhkoyu] (by
running), Ha6izom [nabihom] (by running), Ha6iey [nabihu] (by running), 3a6izom [zabihom] (by
running), subizanHsam [vybihannyam] (running out), 3a6izom [zabihom] (by running), Ha6izaHHsIM
[nabihannyam] (by running), nepe6izannsim [perebihannyam] (by running over), nepe6ixcuukxom
[perebizhchykom] (by a defector), npo6izom [probihom] (by running), po3z6izom [rozbihom] (by
running), 36izom [zbihom] (by running), etc.

e Adverbs formed from almost every verb, e.g:
gbizamu [vbihaty] (run in) - g6iearouu [vbihayuchy] (running in), su6izamu [vybihaty] (run out) -
subizaryu [vybihayuchy] (running out), pos6izmucs [rozbihtysya] (run away) -
pos6izarouuck[rozbihayuchys'] (running away), etc.

¢ Complex words of different parts of speech, for example:

Aemonpo6iz [avtoprobih] (car race), eesonpoé6iz [veloprobih] (bicycle race), momonpo6iz
[motoprobih] (motorcycle race), etc.



And that's just for one word run. This problem is partially solved by the method of
marking parts of speech B3, i.e. parsing into parts of speech or grammatical marking of a
word in a corpus (text) taking into account adjacent and related words in a sentence. Many
words, especially common ones, can be several parts of speech. For example, 3a6iz [zabih]
(run) can be a noun in Mmiii 3a6ie Ha mapagoHi [miy zabih na marafoni] (my marathon run)
or a verb in s 3a6iz y dim [ya zabih u dim] (I ran home), etc. For most of such cases,
identification is possible using Martin Porter’s algorithm - stemming [3, as transforming the
word to its base through cutting off inflections, prefixes and suffixes using the appropriate
algorithm and rules without a dictionary in contrast to lemmatization 3, (Table 5):

e [IS according to the table Bi;

e (Cutting off endings/suffixes according to the rules/trees of endings Bi ;
e Application of lemmatization rules Bi;

e  Stochastic algorithms B:;

e A hybrid approach from a combination of the above BZ;

e Cutting off prefixes BZ;

e IS correspondence BZ.

The choice of a specific algorithm depends on the purpose of the CLS. A combination of
these algorithms is usually used for Slavic languages. For example, to process/generate the
most difficult word for the Ukrainian language as an adjective and establish it in the
required form according to the content of the sentence based on 5 classes of morphemes
(Table 12 - Table 13), for example:

po3nua’+a+H+utl, nocij+a+H+utl, 3anpozpam+o8a+H+utl, po30pyK+o8a+H+ull, SMapH+i+a+uli,
3anizu+i+a+utl: [rozpyl"+a+n+yy, posij+a+n+yy, zaprohram+ova+n+yy, rozdruk+ova+n+yy,
zmarn+i+l+yy, zapizn+i+l+yy];

[prefix] + {root + [interfix]} + [postsuffix] + [suffix] + [ending]. (25)
Table 12
Classes of morphemes for verbs in the Ukrainian language
Class Name Example
| Basis/root 3MapH-, po30pyK-, 3a20j-, 3achokoj-, posnun - etc.; [zmarn-, rozdruk-, zahoj-,
zaspokoj-, rozpyl”- etc]
1l Thematic element -u(i,i)-I-a()-1-on(p)o-; [-y(i,yi)-/-a(ya)-/-ol(r)o-]
1l The postfix of the -ysa-(-108a-)l-o8ysa-I-ny-, [-uva-(-yuva-)/-ovuva-/-nu-] for example, amaxysamu
formation of the [atakuvaty] (attack), socnizyeamu [voyenizuvaty] (militarize), eapanmysamu
perfect and [harantuvaty] (guarantee), inmencugpixysamu [intensyfikuvaty] (intensify),

imperfect forms  nacnioysamu [nasliduvaty] (emulate), opeanizosysamu [orhanizovuvaty] (organize),
opzanisysamu [orhanizuvaty] (organize), menecpagysamu [telehrafuvaty]
(telegraph), menegonysamu [telefonuvaty] (telephone), sposuzyeamu
[yarovyzuvaty] (vernalize), sacoxnymu [zasokhnuty] (dry up), npomoxrymu
[promoknuty] (soak);
\V/ Suffix -1-, <yu-I-tou-, -au-I-su-, -n-, -en-I-en-, -m-, -osa- etc.; [-1-, -uch-/-yuch-, -ach-/-yach-
, -N-, -en-/-yen-, -t-, -ova- etc.]
\V Ending/ inflection -a, -i, -e, -yl-10, -uil, -o etc. [-a, -i, -e, -u/-yu, -yy, -0 etc.]




Table 13
Main linguistic features of sets of morphemes of verb bases

Class Name Marking Example
I transitivity / t/t/t—t masoe [malyuye] (draws) as type (t — ©)
non-
transitivity
view of the d/d/d—d For(d— d)theverb is relatively homonymous, for example asmomamusysamu
base/root [avtomatyzuvaty] (automate), docaidscysamu [doslidzhuvaty] (investigate), as
well as sesaimu [velity] (order), sinuamu [vinchaty] (crown), sccenumu [zhenyty]
(marry)
declension 1/11 Table A.6
11 necessity/ a/i/@/i/o a - necessary TE -a-/-a-(po3nua+s+H+uli, vum +a+H+ull, nuc+a+H+ut,
possibility /atem aexc+a+qull)  [-a-/-ya-(rozpyl+ya+n+yy, chyt +a+n+yy, pys+a+n+yy,
ofa lezh+a+chyy)]; i -  necessary TE -u(ii)- (3mapu+i+a+uii) [-y(iyi)-
thematic (zmarn+i+l+yy)]; @ - TE -a-/-a- [-a-/-ya-] is possible (ocnise+a+Hn+uti, but
element (TE) ocnig+ysa+H+uli) [(ospiv+a+n+yy, but ospiv+uva+n+yy)]; i - TE -u(i,i)- [-y(i,yi)-]

is possible, but not necessary as 3anisH+woea+H+uil [zapizn+yuva+n+yy],
3anizH+i+a+ull [zapizn+i+l+yy], 3anisH+ eH+ull [zapizn+ en+yy|, 3azoimu
[zahoyity] (heal) - 3azoweamu [zahoyuvaty] (heal), smycumu [zmusyty] (force)
- amywysamu [zmushuvaty] (force), 3anisHumucs [zapiznytysya] (be late) -
3anisHoeamucs [zapiznyuvatysya] (to be late), yzeodumu [uzhodyty] (to agree)
- y3eodxcyeamu [uzhodzhuvaty] (to agree), supiwumu [vyrishyty] (to decide) -
supiwysamu [vyrishuvaty] (to decide); o - is the possibility of forming parallel
forms of participles for the bases of infinitive verbs in -op(x1)o- [-or(1)o-] (ko.1omu
[koloty] (pricked) - kosomuii [Kolotyy] (pricks)and xosenuii [kolenyy]
(kneeled), nopomu [poroty] (torn) - nopomuti [porotyy] (torn) and noperuti
[porenyy] (torn), mosomu [moloty] (grind) - Mos0muil [molotyy] (grind) and
MeneHull [melenyy] (grind)); atem - impossibility of TE (eecmu [vesty] (lead) -
eedenuti [vedenyy] (led));

[II-IV  the possibility y/9/u/® y - attachment to the base -yga-/-wea- [-uva-/-yuva-] or -ogysa- [-ovuva-]

of attaching a (sacmoc+osysa+n+ull, 6ydysamu) [zastos+ovuva+n+yy, buduvaty]; § - is
suffix to the possibility to add -yea-/-06a- [uva-/-yuva-] or -osysa- [-ovuva-]
base (3azo+108a+H+ull or 3azoi+mu [zaho+yuva+n+yy or zahoyi+ty], 3acmocosysamu

[zastosovuvaty]  (apply), docaidaicyeamu  [doslidzhuvaty]  (research),
po3nuaoeamu [rozpylyuvaty] (spray), sauumyseamu [zachytuvaty] (read),
cnisHweamucs [spiznyuvatysya] (be late)); H - is the possibility of forming
parallel forms of verbs for bases with -wy- [-nu-] (npun+uy+m+uil
[pryp+nu+t+yy], ycyny(mu) [usunu(ty)] (eliminate) - ycymymuii [usunutyy]
(eliminated) and ycyHenuii [usunenyy] (eliminated); kuny(mu) [kynu(ty)] (to
throw) - kunymuil [Kynutyy] (thrown) and xunenuii [kynenyy] (thrown);
3amkHy(mu) [zamknu(ty)] (to close) - samkHymuil [zamknutyy] (closed) and
3amkHeHull [zamknenyy] (closed); eepry(mu) [vernu(ty)] (return) - eepHymuti
[vernutyy] (returned) and eepHenuil [vernenyy] (returned); cmucHy(mu)
[stysnu(ty)] (to compress) - cmucHymuii [stysnutyy] (compressed) and
cmucHeHuli [stysnenyy] (compressed); 3ieny(mu) [zihnu(ty)] (to bend) -
sizhymuii [zihnutyy] (bent) and sienenuil [zihnenyy] (bent)); @ - is the
impossibility of a suffix (3anpszmu [zapryahty] (to harness), nekmu [pekty] (to
bake), onacmu [opasty] (to wear));

\" possibility or ca «cs» — is the necessity of adding —cs [-sya] (posuepsonimucs [rozchervonitysya]
need to join /csi/ca— (to blush), saxcypumuca [zazhurytysya] (become sad), ycmixHymucs
—c4 [-sya] cs [usmikhnutysya] (smile), Hamepsamucs [namerzatysya] (freeze), cmismucs

[smiyatysya] (laugh), emomumucs [vtomytysya] (get tired)), «cs» - is the
impossibility of adding —cs [-sya] (cmoenamu [stohnaty] (moan)), «cs1 — ¢sa» - is
the possibility with and without —cs / ¢z [-sya] (kynamu [kupaty] (to bathe) -
kynamucs [Kupatysya] (to bathe)).

For verb suffixes, the type (perfective/imperfect = d/d), time (present/past =
pres/past), state (active/passive = act/pas) and declension (I/11/1-11), where (I-II) means
that this suffix can be attached to the bases of both I and II of the conjugation (onasuti
[opalyy] (fallen), 3axcypenuii [zazhurenyy] (sad), Hamepszauii [namerzlyy] (frozen),
po3zuepsoHiautl [rozchervonilyy] (reddened), amapniauii [zmarnilyy] (wasted), mepzauti
[merzlyy] (frozen), npomoxauii [promoklyy] (soaked), 3acoxauii [zasokhlyy] (dried),



emomaeHull [vtomlenyy(tired)], ycmixnenutl [usmikhnenyy] (smiling)). For verb endings,
the full/short form = f/f (Table 14).

Table 14
A set of examples of morphemes of all classes with tuples of linguistic features
Class Example
| empyu-(t, d, I, a, @, c5) posgap6-(t, d, I, atem, y, ca — ¢51)
kox~(t, d, I, a, ®, ca — ) sec-(t —t, d, I, atem, @, csa — cs1)
nooin-(t, d, 11,1, @, ca — c51) 6yo-(t —t,d —d, I, atem, y, cs — cs1)
empau-(t,d — d, 11, 1, @, ca) nobyo-(t, d, I, atem, y, ca — ¢s)
enij-(E, d, I, d@, @, cs) npueec-(t, d, I, atem, @, cs — ¢s1)
cnum-(t, d, I, a, @, csa — ) oocnione-(t,d —d, 1,1, ¥, ca — ca)
cmoen~(t, d, I, @, @, c5) asmomamuz~(t — t,d —d, I, atem, y, cs — ¢z)
yemix-(t, d, I, atem, H, cs) papo-(t, d, I, atem, y, ca — ¢5)
sanisn-(t, d, 1,1, ¥, ca) mo6-(t, d, 11, T, @, ca — ¢x)
mon-(t, d, I, 0, @, cs — cs) man'-(t —t,d —d, I, atem,y, ca — cz)
smapu-(t, d, 1,1, @, ca) nec-(t, d, I, atem, @, cs — cz)

] -u(i)- -a()- -y(o)ea- -osysa- -ny-
1 -yea-(-106a-)I-oeysa-I-ny-
v -1- (I-1Lact ,past,d) -m- (I-1,pas,pres /past,d/d)
-yu-l-ou- (I,act,pres,d) -e(e)u- (I-1l,pas,pres /past,d/d)
-au-l-su- (1Lact,pres,d) -u- (I-1l,pas,pres /past,d/d)
-yea-(-106a-)l-oeysa-I-oéa- (I-11,pas pres /past,d/d)
\Y f: -uit -0co -010 -0i -um -umu -omy -ux
f: -a-e -i -y -0

Now we will present the rules for the formation of Ukrainian participles based on the
listed morpheme-building forms (Table 6-8). A particular difficulty among these rules is the
identification/generation of past participles from imperfect verbs without suffixes. For
some cases it is possible (nucanuii [pysanyy]| (written), ¢gap6osanuti [farbovanyy]
(painted),), but for others it is not (2y6.1eHuii [hublenyy] (lost)). But there are quite obscure
cases (for example, st06aenuti [lyublenyy] (loved), eedenuii [vedenyy] (led), 6ydosanuti
[budovanyy] (built)) when the formation of such verbs is influenced by context and
semantics, which cannot be described by the morphological rules of grammar. But in most
cases it is possible to generate morphological production rules for the
identification/generation of various forms of Ukrainian participles based on Chomsky's
formal generative grammar:

G =(V,T,S,P),N=V\T, (26)

where Vis an alphabet, T is a set of terminal elements, S(S € V) is an initial symbol, P is
a set of productions (production rules) of type X — Y, each of which must contain at least 1
non-terminal element from N (Table 15).

Table 15
Non-terminal symbols of the formal generative grammar G,
No Symbol Definition
1 Dy participle;
2 Dy (x,y) lexeme of a given time and state (x, y are described in rule I);
3 0'(ay, a, as, a,, as, ag) the base of the verb, taking into account TE/suffix if necessary:: a, is transitivity (t/t/t —t);

a, istype (d/d/d — d); a is conjugation (I/11); a, is thematicity (a/i/d/i/o/atem); a is
suffix (y/y/u/®), a is ending —cst (cs1 [csalca — ca);




No Symbol Definition

4 0(a,,a,, as, a,, as) base (without ending —cs (cs1 /csi/ca — cs1));
5 C(x,y,a3) suffix with signs (x — is state, y — is time, a5 — is conjugation);
6 @(u,7,n) inflection with signs: u is form (full/abbreviated = f/f), r is gender category

(masculine/feminine/neuter = m/w/k), n is number (singular/plural = s/s).

Production rules for identification/generation of different forms of Ukrainian participles
based on Chomsky's formal generative grammar:

L. Substitution rules for the formation of grammatical meanings of the generated verb in
textual content in the Ukrainian language.

DKQDK(XIY): (27)
where x = (act/pas); y = (pres/past), for example,

Dy — Dk(pas,pres), Dy = Dk(act,pres), ... (28)

I1. Substitution rules for generating grammatical values by corresponding morphemes in
textual content in the Ukrainian language.

1. 1: Di (act, pres) - OI(t, d,az)C(act,pres,az)®, (29)
I1.2: D (act, past) = 0'(%, d, as)C(act, past, az)®, (30)
I1.3: Dk (pas, pres) » 0'(t,d — d, a3 )C(pas, pres, as) P, (31)
1. 4: Dy (pas, past) - 0'(t,d — d, a3 )C(pas, past, a3)®, (32)

where O, C, @ are designation of various morphemes without description/identification
(Table 15). When forming a description of the corresponding morphemes for reduction,
markings of features that acquire different meanings in a specific rule Il.i are omitted, for
example, C(act, past) is contraction for 2 expressions C (act, past, as), so rule I1.1 actually
consists of many options; 0(&, a3) is an abbreviation for O(al, d,as,a,, as), where
(a4, as, a4, as) take different valid values.

I11. Substitution rules for decomposing the verb base (separation of the base of the word
and TE/suffix if they are present) in the text in the Ukrainian language.

1. 1: 0'(atem) — 0(atem)T, (33)

where T - is TE; atem is is the value of attribute a,, different from atem, i.e(a/i/a/i/o).

1.2:0'(d,8)C(x,y) - 0(d, 8)CsC(x, y,D), (34)
where C, is verb suffix; @ is any attribute value other than®; x and y must satisfy the
following condition: at x = pas it is necessary thaty = pres.

I11.3: 0'(atem) — O(atem), (35)

IV. Substitution rules for identification/generation of the TE of the corresponding verb
morpheme in the textual content in the Ukrainian language.

IV.1: (@)Ta - 0(a){, (36)
IV.2: 0()Ta -» 00, (37)



IV.3:0(a)T - O(a)a +, (38)

IV.4:0()T - 0(D)i +, (39)

IV.5:0(0)T —» 0(0)o +, (40)

IV.6:0(d, I1,a)TC (act, pres) — 0(d, I, a)a + C(act, pres), (41)
IV.7:0(d — d,1,a)TC(pas,pres) —» 0(d — d,I,a)a + C(pas, pres), (42)
Iv.8:0(d — d,1,i)TC(pas,pres) - 0(d —d,I,i) + C(pas, pres), (43)
IV.9:0(4, INTB - 0(a,Na + £, (44)
IV.10:0(L,DTB = 0G, 1) + ¢, (45)

where ¢ and ¢ are abbreviated record: { is arbitrary vowel, € is arbitrary consonant; + is
the boundary between morphemes and appears after those that cannot end words.

V. Substitution rules for identification/generation when forming verbs with the
corresponding morpheme in textual content in the Ukrainian language.

V.1:0(,y)C; - 0(I,y)yBa +, (46)

V.2:0(I,y)C; —» 0(1,y)oBa +, (47)

V.3:0(3)Cq = 0(3), (48)

V.4:0(t,d,n)Cy - 0(t, d,n) + C(pas, past), (49)
V.5:0(t,d,n)C,C(pas,pres) —» 0(t,d,n)ny + C(pas, pres). (50)

VI. Substitution rules for the identification/generation of the verb suffix by the
corresponding morpheme in the text in the Ukrainian language.

VI.1: C(act,past,I —II) - n +, (51)

VL. 2: 0(atem)C(act, pres,I) - y4 +, (52)

V1. 3: O(M)YC(act, pres,I) — 104 +, (53)
VI.4:0(atem)C(act, pres, 1) — a4 +, (54)
VI.5:0(atem)YC(act, pres,II) > a4 +, (55)

VL. 6:C(pas, pres/past,] —II) > 1 +, (56)
VIL.7:C(pas,pres/past,I —II) - T +, (57)

VI.8: 0(atem)C(pas,pres/past,I —II) - eH +, (58)
VI.9:0(atem)YC(pas, pres/past, I —II) > en +, (59)
VI.10: O(atem)C(pas, pres/past, I — II) - yBa +, (60)
VI.11: 0(atem)YC (pas, pres/past, | — II) - woBa +, (61)
VI1.12: C(pas, pres/past,I — II) - oByBa +, (62)
VI.13: 0(atem)C(pas, pres/past,I — II) - oBa +, (63)
VI.14: 0(atem)YC (pas, pres/past, | — II) - iioa +, (64)
V1.15: 0(atem)X'C(pas, pres/past,I — II) - X'boBa +, (65)

where Y is any suffix/TE; X' is soft consonant, X is arbitrary consonant.



VII. Substitution rules for choosing the form of the participle (f/f) and implementing
inflection with the corresponding morpheme in the text in the Ukrainian language.

VIL1: @ - &(f), (66)

VIL 2: &(f,s) - oro, um, omy, (67)
VIL 3: &(f, m) - uif, (68)
VIL 4: &(f,w) - o1, 0i, (69)
VIL.5: ®(f,5) > UM, uMH, UX, (70)
VIL6: & > &(f), (71)
VIL7:0(f,w) > ay, (72)
VIL8:®(f k) > e, (73)
VIL9: &(f,5) - i, (74)
VII.10: C(pas)cb(j_c) - 0. (75)

VIII. Substitution rules for identification/generation of a base based on a dictionary by
the corresponding morpheme in the text in the Ukrainian language.

VIII.1:0(t —t, d—d, I atem, y) — aBTomatu3+, 6ya+, man'+,..., (76)
VIIL2:0(t — £, d, I atem, @) - Bec+, ..., (77)
VIIL3:0(t, d —d, 17, @) - BTpau+, ..., (78)

VIIL4:0(¢, d, [ a, ) - BTpYY+, ..., (79)
VIL5:0(t, d —d, 11, §) - nocnimk+, ..., (80)
VII.6:0(t, d, 11, §) — 3amisu+, ..., (81)
VIIL7:0(t, d, [ a, ) - xox+, ..., (82)
VIIL8:0(t, d, 1§, @) - mo6+, ..., (83)
VIIL9:0(t, d, [ atem, @) - nec+t, ..., (84)
VII.10:0(t, d, I atem, y) - no6ya+, posdap6+, ..., (85)
VIILL.11:0(¢t, d, 11, ®) - nogin+, ..., (86)
VII.12:0(t, d, I atem, @) — npusec+, ..., (87)
VIIL13:0(%, d, [ & ©) - cmij+, cTora+, ..., (88)
VIIL.14:0(t, d, [ a, ) - cnut+, ..., (89)
VIII.15:0(%, d, I atem, H) - ycMix+, ..., (90)
VIIL16:0(t, d, [ atem, y) > dap6+, ..., (91)
VIII.17:0(t, d, 1 o, ®) - Moa+, ..., (92)
VIII.18:0(%, d, i, @) - 3MapH+, ..., (93)

IX. Basic morphonological substitution rules for the formation or identification of a
participle in textual content in the Ukrainian language.




X 1lia+- ai +jay, (94)

where a4 and a, are arbitrary vowels.

IX.2:j +u—i (95)

where j is sound designation [j] (yot).

IX.3:0Z + C(pas,pres) + @ - aZ + C(act,pres) + @, (96)

where Z is arbitrary sequence no longer than 3 characters (alternation o/a in the base of
the type ckouumu/ckakamu  [skochyty/skakaty]  (jump), s0Mumu/aamamu
[lomyty/lamaty] (break), kpoimu/kpasmu [kroyity/krayaty] (cut), k1oHumu/kaansasmucs
[klonyty/Kklanyatysya] (bow), komumu/kamamu [Kotyty/kataty] (roll), cxonumu/xanamu
[skhopyty/khapaty] (grab), 20HUMU/2aHAMU [honyty/hanyaty] (chase),
donomozmu/donomazamu [dopomohty/dopomahaty] (help)); group of consonants after
that alternating symbol -o0- (that is, what separates it from TE -a-/-s- before -y(t0)sa- ),
cannot contain more than 3 letters.

IX.4.1:c + W - wm + W, (97)
1X.4.2:8" + W - B1' + W, (98)
1X.4.3:6' + W - on' + W, (99)
X.4.4:0 + W > nx' + W, (100)
IX.4.5:T+ W > 9+ W, (101)

where W = -e(€)H-, -y(10)8a-, -o8a-, -osysa-.

IX.5.L:0 + W > o' + W, (102)
IX.5.2:c + W > ¢ + W, (103)

where before the suffix W, the hard final consonants of athematic stems are softened:
npuHec + mu - npuHec' + eH+ uii.

[X.6:HH + ® - H + o. (104)

X. Graphical and orthographic rules of substitution for the formation or identification of
averb in textual content in the Ukrainian language.

X1.1:j+a—>4ja— 4. (105)
X1.2:j+y—>mw,jy—w (106)
X1.3:j+e—e¢je—>e (107)
X.2.1:X +a - X+3, (108)

X.2.2:X +y - X+, (109)



X2.3: X +u—->X+i (110)
X.2.4:X +i- X+, (111)

X.2.5: X +e—>X+e (112)
XIL. Rules for erasing the indicator of the boundary between verb morphemes in text
content in the Ukrainian language.

A+B > AB, (113)

where A and B are any morphemes that none of the rules of groups IX-X apply to A + B.
Such a restriction on A and B prevents untimely destruction of the boundary between
morphemes before the application of the corresponding morphological rules. If any
morphonological rule can be applied, then it must be applied to prevent the formation of
nonsense words, for example, *komarouuii [*kotayuchyy] (*rolling) from komumu [kotyty]
(rolling) or *kauenuti [*kachenyy] (*rolling) from kamamu [kataty] (rolling). Main
properties [404, 882]:

1. Transitivity of derivability. If there is a sequence Ay, 44, ..., A4,, in which each i-th
chain is directly derived from i-1 according to the hypothetical syllogism (p = q,q > r tp =
r), A, is derived from A,, and the sequence Ay, 44, ..., A, is the derivation of A,from A,
[882].

2. Direct derivability. If there are 2 sequences C and D:

C =W,FW,,D = W, HW,, (114)
where W; and/or W, can be empty and the grammar G has the rule F — H, the D is
directly derived from C, for example, from the sequence according to rule V1.30(t, d, I, a, ©,
ca —ca)a + C(I,act,pres,d) + ® the sequence is directly derived O(t, d, I, a, @, ca — cs1)a +
o4 + @.
XII. Rules for marking a lexeme as an adjective with multiple features in the
corresponding sentence/phrase (gender, tense, case, etc.) in the Ukrainian text.

Ay, = wordy,, ;. (115)

An example of complete derivation (generation/identification of the verb D) in textual
content in the Ukrainian language:

() Dk (pas, pres)

(11.3) 0'(t,d, I, atem, y,cs1 —ca)C(pas,pres, )@

(1I.3) 0(t, d, I, atem,y)C(pas, pres, )@

(VI.13) 0(t,d, I, atem, y)oea + @

(VIL1) O(t,d, I, atem,y)osa + ®(f)

(VIL3) O(t,d, I, atem,y)osa + uil

(VIIL.10) po3gap6 + osa + uii

(XI) pozgpapbosanuii

(XI) Ay, , = posdapbosarutly,, ,

An example of dead-end derivation of the verb Dy in the Ukrainian text:

() Dk (act, past)

(1.2) 0'(¢,d, 11, atem, ®, ca — ¢s1)C(act, past, [ ®



(.3) 0(t,d, I, atem, ®)C (act, past, [1) @

(VL.1) 0(t, d, 11, atem, @)1 + &

(VILD) 0(t,d, I, atem, @)a + &(f)

(VIL3) 0(t,d, II, atem, @) + uii

X1 0(t,d, 11, atem, @) auii

(XI) Ay, — aully,, ,

This chain cannot be further generated for the Ukrainian language.

4.1.4. Lexical analysis of the Ukrainian language

LA is preliminary processing of text or speech, transformation of a chain of symbols into a
sequence of tokens (tuples of symbols according to appropriate patterns):

c',=v(C,D,R,Cp), (116)
where C’, € C,,C", =y, ©v, (enough to transform the sound series of speech into printed
text) or ', = Yg © 7, ° Y, (to transform scanned text into speech), but is sufficient for most

cases:
C'y=7yg 01, (117)

1. Speech Segmentation v, is the division of the sound stream of human speech into

separate words. In human conversation or speech, pauses between consecutive
words are almost unidentifiable, so segmentation is a necessary task for speech
recognition. In most spoken languages, sounds as consecutive letters are combined
with each other in the process of coarticulation, so converting an analog signal into
discrete symbols is a rather complex NLP process in CLS systems for technical
implementation.

2. Speech Recognition y, (SR) or Speech-To-Text (STT) is transformation of the speech
signal into e-text. Different people pronounce words in each language with different
stresses, speeds, and intonations. CLS should recognize a wide range of input
unstructured data as identical to a single equivalent.

3. Optical Character Recognition y, (OCR) is translation of scanned handwritten or
printed text after GA and MA into a sequence of codes for e-submission with
correction of simple errors based on statistics and theory probabilities of using a
sequence of N-grams/words/endings instead of obscure symbols.

4. Tokenization or Word Segment y, is the demarcation and categorization of sections
of the chain of input symbols for MA. For English or Ukrainian languages, this is a
fairly trivial situation, since words are usually separated by spaces (problems only
if there are stylistic and grammatical errors in the text). However, some written
languages such as Chinese, Korean, Japanese, and Thai do not mark word boundaries
in this way. Then tokenization is an important task based on vocabulary and word
morphology. Sometimes the method is used to form a Bag-of-words model (BOW) in
Data Mining.



5. Text-To-Speech y, (TTS) is transformation of handwritten, typewritten or printed

text into a speech signal for oral presentation, for example, for people with visual
impairments.

4.1.5. Syntactic analysis of the Ukrainian language

SYA is the basis of semantic analysis:

C'). = 8(Cs, D5, Rs), (118)
where C,)\‘ c C)\‘, C,)\‘ = 83 o 62 o 61:

1. Grammar induction 9, is generation of formal grammar to describe language syntax.

2. Sentence Breaking or Sentence Boundary Disambiguation 6, is analysis of the
presence/absence of appropriate punctuation marks and the text between them (a
dot not only marks the end of a sentence, but also a contraction).

3. Parsing 93 is the generation of sentences from the input sequence of symbols of the
parsing tree (grammatical analysis) for the analysis of the grammatical structure
according to the given formal grammar (Table 16). There are hundreds or thousands
of analyzes for a typical sentence, most of which are absolutely meaningless to a
native speaker. There are two main types of parsing: Dependency Parsing &3 and
Constituency Parsing 85, or in the form of some combination of these methods &3.
Dependency parsing focuses on the relationship between words in a sentence
(primary objects and predicates), and constituent parsing focuses on building a SYA
tree using probabilistic context-free (stochastic) grammar (PCFG).

For example, when parsing/generating sentences/phrases, the choice of case inflection
of a specific word in the Ukrainian language directly depends on the type of base and part
of speech, in particular, for noun groups taking into account the context (Table 9-10, Table
16):

R—E;X—>E,C,C,, R>E, X —5E,C3C,, (119)
A set of linguistic units X of one type, together with a set of linguistic units E; of another
type, are transformed in a different way C; C,, than together with a set of linguistic units E,
of the third type - C3C,. Without taking into account the context, a more fractional
classification should be introduced:

R—>X,—>CCy, R>X, 030y, (120)
Table 16
Rules for formulating Ukrainian phrases
No  Name of the rule Rule
Choice of

L structure R R = #5xyuw Vyrenepw#-

II. Noun group 1) Vx,y,z,s - SJC,y.Z,S Sx',y’,P,w; 2) Sx,y,z,S - Ax,y,z Sx.y.z,3;




No  Name of the rule Rule
3) Klgx,y,z,w KZ i Klsﬁisl?,nzd,wl{zr Kl iAx,y,z' KZ = S~z’; 4) 5x,y,z,3 - Sx,y,z-

1) Vy,’renep,w i Vy,’renep,w Sx',y',su,w' Sx",y",op,w"; 2) Vy,'renep,w -
V

yrenepw Sx'y’opw! Sxy" auw";

11 Verb group
3) Vy,’renep,w i Vy,’renep,w Sx',y',su,w' ; 4’) Vy,-renep,w - Vy,'renep,w Sx’,y’,op,w’-
1) Syyz = CUHy 5, 5 2) iy, = TMOCMILIKAy, 4, .5 3) Scepy, = WACTSy, 5, ..
3aiM . 3aiimM .
v Word 4) Sonz1 = Az 5) Sionzz = Thz;
’ replacement 6) Ay, = BeCeNuHy ,, ,, 6E3MEKHUM, , ,, Milly ), ,, TBIf y, 7). 5

7) I/y,TEI'[ep,W - HanOBH”THy,TEHEp,W’ |t

Each record is a rules set, for example, 1.1 forms 648 rules: Sy o3 = Sqonn3 Swonpi;
Sq,o;[,p,3 - S‘{,o;[,p,3 S‘{,ou,p,l; - Scep,MH,M,3 - Scep,MH,M,S SCG]J,MH,]JO/IS (Table 17)- To generate a

sentence tree in Ukrainian, the inflections agreement rules corresponding are used (Fig. 6-
Fig. 7).

Table 17
Designation of grammatical categories of the noun/verb group and constituents
Type Description
Noun group

Noun group /N  adjective/A4, noun/N, pronoun/Nsaiox;
Numeric /91 singular/od, plural/mH;

Genus /P/] male/u, female /o, medium/c;
Case /B/ nominative/H, generic/p, dative/d, accusative/3, instrumental/o, local/m, vocative/k;
Person/0C 1-st/1, 2-nd/2, 3-th/3.

Verb group

Verb group /R verb/R, within the Noun group adjective /4, noun/N;
Numeric /91 singular/od, plural/mH;

Genus /P/] male/u, female /o, medium/c;
Person/0C male/u, female /s, medium/c;
Time/4C present/mn, past/mH, future/m6.

Each step is an expansion of a symbol of the sequence (for example, Rogmn3 — Rodmn,3
Su09,51 Scod,0,3) or replacement (50, S40051 - 3;‘}“;1). For such deployment, it is necessary
to form more detailed types of linguistic units to take into account the location in the context

of the sentence, for example:

Wordypor = 0 Fusposs WOT sy pos = O'F )y 00, (121)
,, (4.1)

where Word is the word form of a sentence, O’ is the base of a word of type i
(i=123...), Fuupon 1s the inflection of the genitive plural in Ukrainian languages, for

example:
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Figure 6: An example of grammar with phrase structure

Ls

2. (I) #SDK‘ 00,H,3 ﬁad n, 3#
3. (III l) #SJK‘ 00,H,3 Rad mn, 3514 ,00,3, 1S( 00,0, 3 #
4. (H l) #SMUOH3 Sl[oa,p BRoamn 3Suoa3 1SC0003#

5. (H 2) #Aaac 00, HS))C ,00,H,3 Srab,p 3R00 mn, 351003 lsr 60,0, 3#

6. (H 2) #Aosc 00, HSM 00,H,3 Aq oc)psq 00,p, 3Roé i, SSw 00,3, 1S(‘ 00,0, 3#

7. (H 2) #AM 00, HSJK‘ 00,H,3 A!( oc)pslx 00,p, 3Rao m, SSw 00,3, 1Ac 00, uSc 00,0, 3#
8. (H 4) #AD#C,OL),HS))C,U@,H A roa,psw 00,p, SRU() mn, 3SJ ,00,3, lAC 00, oSc 00,0, 3#
9. (II) #Aofc,od,ﬂsmc,ad,ﬁ Al{,oo,psw,aa,pRad,um,S Su,a:),s,1Ac,oD,DSc,ub,o,3 #

10. (H'4) #Am,oﬂ,rfs)yc,ab,rf Alx,obpsw,ua,pRaO,mn Bsu 00,3, 1Ac ao,osc,oo,o#

1. (II-3) #Am,od,ﬂsm,aa,ﬂ Aq,odpsq,ab,pRao,mns
12. (IV.6) #eecena S, oo AuoopSucopl

3aitm
S, Ac oé,osc,oo,o#

4,00,3,1

3ativ
00,1m1,391,00,3,1 A C,00,0 S, €,00,0 #

- 3aiing
13. (IV.2) #eecena nocmiuixa Aq,oo,psw,aa,pRaa,mn,s 00,5, 1A¢,00,09¢.00,0%

3ativ

14. (IV.6) #secena nocmiuixa meozo Sy g6 pR oo mn 35406514 ¢,00,05,

ué,o#

15. (IV.1) #eecena nocmiutxa meozo cuna Ryp 3 3‘;’3‘; 1A¢.0005c000H

16. (IV.7) #secena nocmiuixa meozo cuna HanoGHIOe S.fgg 514¢.00,05¢,000%

17. (IV.6) #seceaa nocminika meoz2o cuna HanoGHwe Mene A s oS oo 0t

18. (IV.6) #6ecena nocminuika meozo CUHa HANOGHIOE MeHE Be3MENCHUM S 55 oH#
19. (IV.3) #secena nocminka meo2o cuna HANOBHIOE MeHe besMexncHuM wacmant

Figure 7: An example of deriving a sentence of a given structural scheme

O'F,, pox = 0" 'iB(py3 — iB), F Hpoa - is,

02 Fyypon = O'ok(irpam — oK), F, .5 = 0K,

03y pon = O'eii(nit — eit), F, oo — ell,

(122)
(123)
(124)



0*Fyspon = 0'ux(3HaiioM — ux), F, 09 = UX, (125)
05 Fyypon = O'(Mammun =), Fy, 05 = A. (126)
The choice of the case of the direct complement in a word form or sentence depends in
the Ukrainian language on the presence/absence of negation:

V> Vis,, V- Vish (127)
V- Vi,V - —Vis2, (128)
where V is a verb group in a sentence, V' is a transitive verb in a verb group, S is a direct
object, S is a noun group, — is a negation, in particular, for sentences, wkossap nuwe ece
[shkolyar pyshe ese] (the student writes an essay) and wko.sp He nuwe ece [shkolyar ne
pyshe ese] (the student does not write an essay) with relevant conclusions:
XVSy - XV'S,, S3 - S, or respectively X—VS; —» X-ViS,, S§ - S,.
X#=x X#-x
The use of the instrumental subject $°? with a verbal noun depends on the presence of
the object $°? (anasiz 3micmy cucmemoro [analiz zmistu systemoyu] - content analysis by
the system):

§— §'§0b§sh, § — §'SobGsb?, (129)
§— 8§08 - 55507, (130)
§ob§sb — §obg §sb' . &7 (131)

It is impossible to completely abandon the semantics of the context during the correct
identification and correction of grammatical and stylistic errors, it is necessary to take into
account not only one symbol in the left part of the rules (30)-(40), which ensures the
permutation of symbols.

Semantic features are investigated using a set of lexical and linguistic resources in the
form of D dictionaries and libraries, T, dictionary management tools, semantic role marking
A3 and the process of word embeddings A3;. Word embedding consists in mapping words,
phrases or phrases from the dictionary D into vectors of real numbers E, for ease of
processing, for example, based on Word2Vec.

Sy = 23(4,(D, Tp), Ep). (132)

Taking semantics into account significantly simplifies the grammatical tree (Fig. 8). If we
connect the symbols (ancestors) directly to the final results (descendants) during expansion,
replacement or rewriting, we get a tree of components, or a syntactic structure. The
specified rules (Table 16) are capable of generating other phrases that are not necessarily
meaningful, as rules II.1 and I1.2 are cyclical. Along with the sequence as gecesia nocmiwka
[vesela posmishka] (funny smile), you can get secesa secesa nocmiwka [vesela vesela
posmishka] (funny funny smile), etc. The number of phrases in natural language must be
finite. With the correct construction of the sentence parsing tree (Fig. 6-Fig. 8) and further
shortening (Fig. 9), it is possible to match cases.
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Figure 8: An example of a component tree for context-sensitive grammar
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Figure 9: An example of regular grammar (type 3)

The agreement of cases between the linguistic units of the sentence affects the
subsequent semantic analysis of the text. For example, in the Ukrainian language it is

possible to generate sequences of linguistic units of the type x;x,;x3qx1x5%x5,
a b c d
XpXpX3qQX5X1X5X5, X1X3XX1qX1X5X%5%1 etc. (or as XqX'): Cawma, Codis, Katsa, lauwuio, ... -

1 b’ 1
a . c d , , . .
CIIOPTCMEH, CliBayKa, XyA0XKHHUIS,IIOET, ... 8i0nogidHo. In particular, x —(abcd...) is a

sequence of proper names; x’ — (a’'b’c’'d’...) is a sequence of professions agreed with
proper names in the family; g is a punctuation mark.

LR~ RYxL,\l (133)
2. &z,j =123,

3. RY- - xl L

4. R—q. J

wherex;, x;, q are basic linguistic units; R, Y; are auxiliary linguistic units; R is the initial
symbol as an indicator of the chain generation type. For a more effective study of errors,
meta-data analysis of linguistic features and characteristics of the original text is used, in



particular, content genre, presence/absence of dialect, slang, terminology, and the
probability of writing by a native speaker or the result of a translation.

4.1.6. Semantic analysis of the Ukrainian language

Semantic analysis is currently not used in most CLS, but with the gradual introduction of Al
into the everyday life of the average person, this task should be solved and simplified (Fig.
10). The more complex the grammar of the language, the more difficult it is to conduct CEM:

C,H = X(C;\, D;\, R;\),

where C,M c CH’ C,H = 7\.2 o >\,1.
Linguistic semantics A, (individual words in context) consists of:

1" __ A6 5 4 3 2 1 ~n 1
CH—X1°>\,1°>\41°7\‘1°7\‘1°7\‘1,C HECH.

| Semantic analysis

Linguistic semantics |

Relational semantics |

JlexcnyHa ceMaHTHKA

Lexical semantics

Categorization and
analysis of words

Removal of relations |

Recognition of named
entities

Semantic parsing |

j

Sentiment analysis

]

Extracting terminology

Template |
Common and Semantic marking of
distinctive roles

characteristics

Ambiguity of the word's
meaning

Figure 10: Classification of the main methods of semantic text analysis

(134)

(135)

1. Lexical Semantics A] is analysis of the meanings of individual lexical elements of
words/lexemes/morphemes, in contrast to the semantics of sentences, for the
construction of a semantic network on based on:

a. Analysis and categorization of words;

b. Generation of sets of distinctive/common characteristics in lexico-semantic
schemes of different languages;

c. Formation of a template - the relation of meaning of lexical/phraseological
units (content and vocabulary) based on syntax to the content of a specific
sentence, analysis of paronyms, homonyms of official and significant words,
hyponymy, hyperonymy, antonymy, synonymy.

2. Distributional Semantics Xf is calculation of the degree of semantic approximation
between linguistic units based on their distribution (distribution) in large arrays of

linguistic data (text corpora).

3. Word-Sense Disambiguation A (WSD) is definition of a specific meaning of a word
from a set of possible ones in a specific sentence to improve the results of CLS work,
for example, in discourse analysis, increasing the relevance of IISS, determining



coherence (integrity) of the text (Coherence), Anaphora Resolution and final
conclusion (Eng. Inference).

Named-Entity Recognition % (NER) or identification of an object entity,
fragmentation of an object entity, extraction of an object entity is extraction from
unstructured text of information about the presence of certain named entities of the
corresponding categories such as dates, percentages, monetary values, quantities,
time, geographical locations, names of organizations or people, etc. Having a capital
letter at the beginning of a word does not solve this problem - the beginning of a
sentence or a line of poetry also begins with a capital letter. In German, all nouns
begin with a capital letter. In addition, named entities often include several words,
only some of which are capitalized. French, Ukrainian, and Spanish do not capitalize
adjective names. In German, all nouns are capitalized. Chinese, Korean, Japanese, or
Arabic have no capital letters at all.

Terminology Mining A3 (Terminology Extraction, Term Recognition, Glossary
Extraction, Term Extraction) is the automatic extraction of relevant terms from the
relevant corpus. One of the first steps towards knowledge domain modeling is the
collection of a vocabulary of domain terms as linguistic features of text content.
Approaches to term extraction use linguistic processors (marking parts of speech,
fragmentation of parts of texts) to extract terminological candidates, that is,
syntactically plausible terminological noun phrases or keywords, for example for
rubrication.

Tonality analysis of the text or multimodal sentiment analysis AS (Opinion Mining,
Sentiment Analysis) is the detection of a subjective emotionally-colored set of
content (positive, negative or neutral) in a text array data of a specific author in
relation to the corresponding object, subject, event or phenomenon of thematic
subject area. It is useful for identifying trends of public opinion for online marketing,
in social networks, forming political propaganda, etc.

Relational semantics A, (semantics of individual sentences) consists of:

C"y=rjers 0y C" S C,. (136)

Relationship Extraction A} is identification of relationships of nominal entities (for
example, family ties, colleagues, enemies, etc.).

Semantic Parsing A3 is presentation of the semantics of a part of the text (usually a
sentence) in the form of a logical formalism (DRT parsing, Discourse Representation
Theory) or a graph (AMR parsing, Abstract Meaning Representation), for example:

da, b, e: f(a, xotiTHg )Af (e, rynsaTrg, )Af (b, uTHHA) A (137)
/\gO(aJ b)/\gl (a' e)/\go (e' b)
AMR format: (a / xoTiTu-01 : arg0 (b / auTHHA) : argl (e / ryasaTtu-01 : arg0 b)).



3.

Semantic Role Labelling A (Implicit Semantic Role Labeling Below) is assignment of

semantic role labels to words or word combinations in a sentence, for example, the
role of goal, agent, or result according to the algorithm:

rrrr A 35 34 33 32 31 i "
Cc u—?Lz °>\42 °>\42 °7L2 °}L2,C HQC e

© a0 oo

semantic role in the sentence.

4.1.7. Pragmatic analysis of the Ukrainian language

Selection of a sentence or a fragment of text A3".

Disjunction of defined semantic predicates 233,
Identification of the elements of the defined frame A3*.

(138)

. el . . . 2
Definition of semantic predicates in a sentencel’ (verb and noun frames).

Classification of the identified elements of the frame A3°- assigning a

PA is used to determine the structure of the text taking into account the context of sentences
when forming paragraphs, sections and dialogues. The main task is the identification of the
context of such linguistic units as sentences and the formation of the semantic relationship
of these linguistic elements. PA is a mandatory component in AIS for the interpretation of
human dialogue, speech and its corresponding analysis (Fig. 11).

Y =u(CuDyuR,),Y =p,op,. (139)
| Pragmatic analysis |
Discourse | | High-level NLP applications |
Coreference resolution Correction of | 5 T
Discursive analysis grammatical errors | Summarizing the text |
Non-semantic marking of | Dialogue management H Book generation |
roles -
B Identification of text Natural Ian_guage il Underslganndl:r;genatural
indentation generation guagd
_I Arguments mining | | Al document |‘—| Machine translation |
Thematic segmentation and Question-and-answer
] recognition systems
Figure 11: Classification of the main methods of pragmatic text analysis
Discourse p, (semantics outside individual sentences) consists of:
V'=pfopopyopiopfon, Y CV. (140)

1.

Coreference Resolution pi is identification in the next text of the following words-

references or expressions about objects, subjects, phenomena and events, which are



identified in the previous array of text. The resolution of anophora is a relevant
example of this task (comparison of pronouns in the subsequent text with nouns or
names from the previous fragment of the text). Another task is the identification of
bridging relations - expressions that are related to certain objects, subjects,
phenomena or events, for example, in the text "she gave warm greetings from her
granddaughter Sophia to her grandmother” the expression "warm greetings" is an
expressive link and a bridge relation (belong to a specific subject and are assigned
to a specific other subject of relations in the corresponding text).
2. Discourse Analysis uf consists of the following stages:
a. Discourse Parsing ufl is identification of the discourse structure of a

connected text, that is, the characteristics of discourse relationships between
sentences (for example, interpretation, improvement, contrast).

b. Recognizing and Classifying the Speech Acts ufz in part of a text fragment
(for example, yes-no questions, content questions, assertions, statements,
etc.).

3. Implicit Semantic Role Labeling pi’ consists of the following stages:

a. Semantic marking of SR roles of a text fragment.
b. Identification of a set of semantic roles of Sy, which are clearly not
implemented in the current sentence of the corresponding text.
c. Classification into appropriate arguments Sy= S1U Sz, which
i. are clearly implemented in other fragments of text Ss,
ii. not specified and not implemented throughout text S».
d. Semantic marking of the roles of the first set S1 in the local analyzed fragment
of the text.

4. Recognizing Textual Entailment u‘f is comparison of two fragments of text A and B
to form an appropriate conclusion regarding the correspondence of the reality of A
and:

a. alogical true derivation of the content of fragment B from it,
b. logical denial of the content B of the text fragment from it,
c. possibilities of text fragmen B to be true or false.

5. Topic Segmentation and Recognition uf is division of a corresponding text fragment
into segments of different topics and identification of the topics of these segments.

6. Argument Mining ui’ is automatic extraction and identification of argumentative

structures from the text, which include the premise, conclusions, argumentation
scheme and the relationship between the main and auxiliary argument or the main
and counterargument in the discourse. Used in many different genres, for example,
to qualitatively assess the content of social networks for politicians and relevant
researchers. It is also used to analyze scientific articles, product reviews, online
media publications, legal documents, Internet debates and dialog domains.

Natural language processing through higher-level NLP-applications p, simulate

intelligent behavior and obvious understanding of natural language and are currently
generally divided into the following classes:



10.

11.

12.

13.

Text Summarization u% (Automatic Summarization) is generation of a readable

digest/annotation as a summary in the form of a text fragment from the general
analyzed text (for example, a scientific article, publication in a newspaper or
magazine).
Grammatical Error Correction pg is identification and correction of
grammatical/stylistic  errors at all levels of linguistic analysis
(phonology/orthography, morphology, vocabulary, syntax, semantics, pragmatics).
Machine Translation ug is automatic translation of text from one human language to
another using all levels of linguistic analysis, especially grammar, semantics and
facts about the real world, etc., based on the solution of Al-complete (Al-hard) tasks
of abstract content translation.
Dialogue Management u‘z‘ (Dialogue System, Conversational Agent, CA) is the
organization of communication between a program and a person, other than
chatbots, using text, speech, graphics, tactility, gestures, etc. for two-way
communication.
Question Answering systems ug is determination of the correct answer based on the
analysis of a typical human question (for example, "What is the capital of Ukraine?")
and an open/complex question (for example, "In what the meaning of existence?").
Natural Language Generation pg (NLG) is conversion of content from
databases/databases or semantic intentions into readable specific human language
through an algorithm:

a. Determination of the content of ugl (what information to mention in the

text).
b. Document structuring Mgz (content transfer template).

Aggregation ug?’ (combining similar sentences to improve the readability and

naturalness of the text content).

d. Lexical selection u$* (adding words to concepts).

65
2

identifying objects and regions). This task also involves making decisions
about pronouns and other types of anaphora.
f. Implementation of u§6 (text generation taking into account the rules of

Generation of reference expressions p>° (generation of expressions

syntax, morphology and spelling, for example, the use of verbs in the
necessary tenses).
g. When necessary, use ug’7 machine learning methods (most often LSTM) on a

large set of input data and corresponding (human-written) output texts, for
example to generate text captions for images.
Natural Language Understanding u; (NLU) is transformation of text into logical

structures for controlling NLP programs, i.e. identification of semantics from a set of
possible notations in the form of natural language concepts. The introduction and
creation of speech meta-model and ontology is efficient and empirical. To build a
formalization of semantics, explicit formalization is used in contrast to implicit
assumptions, for example, about a Closed-World Assumption (CWA - any statement



whose truth is not known is false) against an open one (Open-World Assumption
OWA - the truth of a statement does not depend on the observer's knowledge of its
truth), or subjective YES/NO versus objective TRUE/FALSE.

14. Book Generation ug is creation of full-fledged books based on NLG technology ug,

production/associative rules, neural network, factual knowledge and generalization
of text uJ.

15. Document Al Hg is a platform for training an agent to extract specific necessary data

from various types of documents. Designed for users without Al, ML and NLP
experience to quickly access the necessary content hidden in texts, for example, for
lawyers, business analysts and accountants.

4.2. Examples of modeling the processes of solving typical NLP problems
4.2.1. A formal CLS model for identifying viral news headlines

The CLS model for identifying viral news headlines is presented as:

Son =10 Wyy oK1 oM, 0By 0T oY, (141)
where v, is tokenization; Afis recognition of named entities; f3, is marking of parts of
speech; n is Ngrams (sequences of elements and their frequencies); k; is clustering; v,
is ML based on Neural Networks (NN); 1.2 is application of SentiWordNet (a lexical-semantic
thesaurus for the analysis of text tonality).

4.2.2. Correction of grammatical and stylistic errors

Another relevant NLP technology is error correction, the main tasks of which are error
identification, error correction, and user training. Grammatical error correction H% is one of

the sub-processes of correcting various types of errors. Bug fixes provided:

Sec = ﬂ%(X)' (142)
where S, is the result of identifying and correcting grammatical/stylistic errors at all

levels of linguistic analysis (phonology/orthography, morphology, vocabulary, syntax,
semantics, pragmatics); u% is the basic error correction process in the text data array X.

The detailed error correction process is given as:

Sec = M, © Mg © 13, © K3y, (143)
where X' = ”51(X' R, Re,Dl,Dg,DB,BB,83,u1) is a pattern matching check based on
complex multilayer NLP- rules R, based on regular expressions R,, lexical vand
grammatical victionaries, POS-tags Dg and part-of-speech marking 3, parsing trees 85 and
coreference resolution pi ;
X" = piZ(X’, Dy, Dg,Dg,m, ual,ua2) statistical methods for refining corrections (n,, is-

Ngrams analysis on based on the set of tokens D;, POS-tags Dg, and the history of analogues



Dg; H;% is error identification through the usage statistics with similar words/errors in the
text; ugg is correction to the most likely variant of possible analogues);
— 2 21 22 23 24 25Y; : :

X" =, (X", De, Ry, Dy, N, o3 M3, Ho3) pz‘;, u53) is machine learning based on a set of

classifiers D. for a specific language, analysis N-grams n, (for example, bigrams with

appropriate analysis of left and right context followed by replacement of the best option
from POS Ngrams of the model), machine learning rules R, as a choice from several correct

options or identification correct but rare application, ML-based error detection u;; and

error correction p32 processes, data annotation D, for training p23, feature selection for

training p2% and classifier training p2 using random method forest, logistic regression or
other (sometimes pattern matching and simple statistical data cannot generalize decision
options, for example, identification and selection of a preposition or article in English, and
an adjective in Ukrainian; derivational word-formation morphology; run-on sentences, i.e.
independent or subordinate clauses are not joined by a conjunction or punctuation);

Sec = n2, (X", D¢, Ry, Do, p2:,u22) is neural machine translation based on Noisy

channel translation processes u%i (spelling check, question answers, speech recognition

and machine translation based on finding a predicted word with a given word, where

symbols are somehow encrypted) and Round-trip translation p%i (two-way translation

from the source language to the target language to assess the quality/accuracy of the result).
The N-gram model assigns probabilities to sentences and sequences of words based on
counting N-grams, for example, according to the Markov assumption:

n (144)
pe)=| [pculai,
i=1

where x; is the j-th chain or sentence of n words; x; is the current word in the j-th chain

or sentence; x;_; is the previous word in the j-th chain or sentence. To identify an error, it
is necessary to determine grammatical or stylistic features using the rules of marking parts
of speech f,, parsing: dependencies 83 and constituents 83 or in the form of some

combination of these methods &3.

5. Conclusions

The general structure of CLS processing of textual content in the Ukrainian language and
the conceptual scheme/model of the functioning of a typical CLS based on modeling the
interaction of the main processes and IS components have been developed.

Modeling of the main NLP processes of CLS was carried out due to the interaction of the
main processes/components of IS and methods of linguistic processing of text content
adapted to the Ukrainian language on the basis of grapheme, morphological, lexical,
syntactic, semantic, structural, ontological and pragmatic analysis, which allowed to
improve the IT of intellectual analysis of the text flow for solving a specific NLP problem.
This ensured the adaptation of NLP processes for the analysis of Ukrainian-language textual
content. A formal model of a computer linguistic system for processing Ukrainian-language
textual content was developed and described, which made it possible to determine the main



structural elements and operators of natural language processing at each level of text
analysis such as grapheme/phonological, morphological, syntactic, semantic, referential,
structural, ontological and pragmatic. Due to the complexity of the morphology of the
Ukrainian language, detailed attention is paid to the description of the model of
morphological analysis of textual content. Examples of modeling processes for solving
typical NLP problems such as CLS identification of viral news headlines and correction of
grammatical and stylistic errors are given.
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