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Abstract

The general architecture of computer linguistic systems (CLS) is developed based on the main
processes of processing information resources such as integration, maintenance and content
management, as well as using methods of intellectual and linguistic analysis of text flow using
machine learning technology. The IT of intellectual analysis of the text flow based on the
processing of information resources has been improved, which made it possible to adapt the
generally typical structure of content integration, management and support modules to solve
various of natural language processing (NLP) problems and increase the efficiency of CLS
functioning by 6-9%. The main NLP methods based on regular expression (RE) matching with
patterns in grapheme and morphological analyses of Ukrainian-language texts are described. NLP
methods based on pattern-matching regular expressions have been improved, which made it
possible to adapt methods of text tokenization and normalization by cascades of simple
substitutions of regular expressions and finite state machines. The main valid operations of
regular expressions are defined as union and disjunction of symbols/strings/expressions,
number and precedence operators, as well as anchors as special symbols for identifying the
presence/absence of symbols in RE. The main stages of tokenization and normalization of the
Ukrainian text by cascades of simple substitutions of regular expressions and finite state
machines are defined. The morphological analysis (MA) method of the Ukrainian-language text
based on word segmentation and normalization, sentence segmentation and modified Porter's
stemming algorithm was improved as an effective means of identifying lem affixes for the
possibility of marking the analyzed word, which made it possible to increase the accuracy of
keyword searches by 9%. Algorithms for word segmentation and normalization, sentence
segmentation, and Porter's modified stemming are implemented and described as an effective
way of identifying lem affixes for the possibility of marking the analyzed word. Unlike the classic
Porter algorithm (it does not have high accuracy even for English-language texts), the modified
one is adapted specifically for the Ukrainian language and gives an accurate result in 85-93% of
cases, depending on the quality, style, genre of the text and, accordingly, the content of CLS
dictionaries. The algorithm for the minimum editorial distance of lines of Ukrainian texts is
described as the minimum number of operations necessary to transform one into another.
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1. Introduction

Let's consider the architectural patterns of CLS design based on supporting the life cycle of
the ML model for monitoring/managing the pipeline (information flow) of content (Fig. 1)
[1]. The standard content processing pipeline implements an iterative process consisting of
the stages of creating and deploying the machine learning (ML) process [2-5]. The process
of monitoring/managing the content pipeline should still consist of additional stages to
improve the quality/efficiency/efficiency of NLP problem solving [6-9]. At the construction
stage, raw integrated content is filtered from noise/duplicates and formatted into a suitable
form for further processing/management, conducting experiments on it, transferring it to
ML models for classification/clustering/prediction/evaluation, etc. [10-12]. At the stage of
content analysis and support, the content is deployed to determine the best ML model for
making assessments/forecasts that directly affect the regular user and target audience.

Processes of monitoring, development and management of content

Interaction Formatting Machine Accumulation of
filtering learning content/

Transformation y—4 Normalization y——4 Classification analysis of
e i \ features

Input
content
F—————4 Integration

|
Presentation . Interpretation .Prognostlcatlon
N

Relevant Deployment
content . }
f— | ssessment | F Wodeling
User Data storage
requests |CLS website Computer linguistic system
G

Content analysis and support processes

Figure 1: CLS content pipeline monitoring/management scheme

2. Related works

Based on Feedback and model output, the target audience interacts with CLS, which
facilitates the adaptation of the selected learning model. Five stages of related processes
define the basic architectural principles for building a typical CLS. The processes of
monitoring, processing and managing content are interaction, formatting/filtering, NLP,
machine learning [13-15] and data accumulation in DS. For content analysis and support
processes, respectively, these are feature analysis, deployment, prediction, interpretation,
and content/result presentation. At the interaction stage, a set of rules for integrating
content from multiple reliable sources at certain time intervals is necessary. Also, in
parallel, a set of rules for checking the data entered by the CLS user is required as a
preliminary stage for the formatting/filtering stage according to a collection of rules pre-
set by the moderator and content from DS [16-21]. The next stage of NLP is a preparatory
intermediate stage for machine learning and data accumulation. The machine learning stage
can take various forms from SQL queries to various software modules. The support process
is easier to implement than the management stage, provided that the latter is implemented
correctly, especially during NLP analysis, in which additional lexical resources and artefacts



(dictionaries, translators, regular expressions, etc.) are created, on which the effectiveness
of CLS functioning directly depends (Fig. 2) [1-3].
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Figure 2: Scheme of processing the CLS content pipeline

The process of transition from raw text to a developed machine-learning model consists
of a sequence of additional content transformations. First, the input textual content is
transformed into an input corpus as a collection of texts, accumulated and stored in the DS.
The incoming content is further grouped, filtered, formatted, linguistically processed,
marked, normalized and converted into vectors for further processing. In the final
transformation, the model/models (Fig. 3) are trained on the vector corpus, and a
generalized presentation of the original content is created for further use in solving a
specific NLP problem [1-6]. An ML-based CLS architecture with accelerated or even
automatic model generation should support and optimize content transformation with ease
of testing and tuning. The process of generating an optimal ML model is a complex cyclic
algorithm, the main stages of which are the formation of a collection of features, model
selection, and hyperparameter adjustment. After each iteration, the results are evaluated to
determine the optimal collection of features, models, and parameters for solving a specific
NLP problem with the appropriate input data [1-6].
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Figure 3: The process of forming and optimizing a machine-learning model



According to [1-6], there are 3 main areas of statistical ML: a class of models, a form of a
model, and a trained model. The class of models defines the relationship between the
variables and the formed goal (for example, a linear model, a recurrent neural network,
etc.). Amodel form is a specific component of a model: a collection of features, an algorithm,
or a collection of hyperparameters. A trained model is a form of model that is trained on a
specific data set and adapted to make predictions. CLSs consist of many trained models built
during their selection, which creates and evaluates model shapes.

3. Materials and Methods

Any natural language text is initially a collection of non-random unstructured data as input
content to CLS. But usually, the text is formed based on certain linguistic rules for the
possibility of understanding these data. The purpose of the integration module is to
transform this collection of non-random unstructured data into structured/semi-
structured fields (records) or markup for convenient interpretation by CLS modules. ML
methods (for example, learning by a teacher) allow you to train (and retrain) statistical
models as the language changes during NLP processes. By generating ML models on
context-sensitive corpora, CLSs can apply narrow semantic values to improve accuracy
without the need for additional interpretation.

Formally, the ML model of the Ukrainian language has to supplement the input
incomplete phrase with missing words/phrases that are most likely to complete the content
of the statement according to the previous text (context analysis for further
guessing/predicting the meaning). Usually, a competently and correctly constructed text is
predictable based on its coherence. Calculation of the entropy (degree of
uncertainty/unpredictability) of the probability distribution of the model of the Ukrainian
language measures the degree of predictability of the text. Thus, unfinished phrases Kuis -
cmoauys... [Kyyiv - stolytsya..] (Kyiv - the capital..) and coHye cxodums Ha... [sontse
skhodyt' na...] (the sun rises on...) have low entropy and statistical speech models are highly
likely to guess the continuation of Ykpainu [Ukrayiny] (Ukraine) and cxodi [skhodi] (the
east), respectively. And expressions with high entropy like mu tidemo 6 zocmi do... [my
ydemo v hosti do...] (we go to visit...) and 51 3ycmpie cbo200Hi... [ya zustriv s'ohodni...] (I met
today...) offer many continuation options (parents, friends, neighbours, colleagues are
equally likely without analyzing the previous context). Speech models can make inferences
or identify connections between lexemes. Formally, the model uses context to identify a
narrow decision space from a set of a small number of options. The application of statistical
ML methods (with and without a teacher) allows the generation of speech models for
extracting meaning from texts to support its predictability. First, the characteristic features
of the content are identified to predict the goal. Textual data provides many opportunities
to extract surface features based on parsing and breaking up sentences/utterances/phrases
(e.g. bag of words), as well as based on extracted morphological/syntactic/semantic
features. Special attention is paid to linguistic/ contextual/ structural features.

1. An example of the analysis of a linguistic feature can be the identification of the
predominant gender in a fragment of the news text (the role of gender) in different contexts
[1] to identify gender biases regarding the subject of publications. In the gender analysis of




the text, words in the feminine and masculine gender are used to form a frequency
assessment of gender characteristics, i.e.

SingGS =< XSentencev WMale: WFemaler WUnknownr WBot' fgendetizev >, (1)
where Xsontence 1S analyzed sentence/expression; Wy, is a set of words with the sign of a

man; Weemaie 1S @ set of words with the attribute woman; Wy, known is @ set of words with
an unknown gender sign; Wg,:q is a set of words with the sign of a man and a woman;
fgendetize 1S the operator for identifying the gender class of a sentence.

SingGS = fgendetize (XSentence' WMalev WFemale’ WUnknown’ WBoth)’ (2)
Nuyate > 0, Npemare =0 — male

Nyate = 0, Npemate >0 — female
NMale > 0, NFemale >0 - both

unknown
where N4 is the number of words with the sign of a man in the analyzed sentence

Xsentences Nremate 1S the number of words with the sign female in the analyzed sentence

Singcs =

XSentence-
[t is also necessary to determine the frequency of words, gender signs and sentences in

the entire publication:

SingTS =< XText: SNG' N.S‘entence' WNG' fcountgender >, (3)

Sin.gTS = fcountgender (NSentence' SNG; WNG' fgendetize (XText' XSentence))r
where X7, is analyzed publication text; Sy is a set of numbers of Xz tence SENtences of

the analyzed text Xr.,; marked by gender; Nggnience 1S the number of sentences in the
analyzed text Xroyt; Wy is the set of the number of words of each gender characteristic for
each marked sentence Xgsentence; feountgender iS an operator of identification and
classification/marking of all sentences of the analyzed text X;.,; by gender based on

fgendetize-

Nsentence SNG [SlngGs]‘l': 1 (4)
1 Wy[Singgsl+= len(Xsentence)
For gender identification, it is necessary to parse the original text of publications with
the subsequent marking of sentences and words based on the NLTK library:

Singrs =

Slnng =< XText' SSentence' NSentence' WWord' Nword' fparsegenderr fpcent >, (5)
SlTlng = fpcent (fparsegender (NSentence: WWord' Nword' fcountgender (SSentence))r

NgGender
74
pcent; = < NGk) * 100

total

SingTS = .
[ NSentencek = Sne [Slngcsk]
k=1 prmt(pcentk,SmgGSk, NSentencek)
Ngender Ng
total = WNGL': Ssentence = ] XSentencei )

i

Nws _ | total
Ui WSentenceir WWord - Ui WWordi

i

1l
I =

XSentencei



where N,,,-q is the number of words in the analysed text Xro.t; Ngender iS the number of
classifications by gender (in this particular case - 4); Wyg, is the number of words in
sentences of a certain gender sign; Sy is the set of the number of sentences in the analyzed
text of a certain gender sign; pcent; is the percentage of publication text belonging to a
certain gender sign; Singgs, is a specific gender sign; Nsentence), iS the number of sentences
in the analyzed text of a specific gender sign; Sgentence 1S @ set of sentences identified by
parsing in the analysed text Xgex:; Wivora IS @ collection of sets of words identified by
parsing in each sentence of the analyzed text Xr..¢; Wiorq is the set of all words of the text
Xrexe; total is the number of all words in the analysed text Xr.,;. Such a deterministic
mechanism demonstrates how the content/frequency of use of words/phrases (especially
stereotypical ones) affects the predictability of the content according to the previous
context (the gender sign is built directly into the Ukrainian language - every noun has a
gender). But speech signs are not always decisive, for example, plural and time are used to
analyse language/processes/actions/events in time.

2. An example of the analysis of a contextual feature can be the analysis of moods or
sentiment analysis of a text (emotional colouring when discussing a specific topic by a
relevant group of people). Usually used in complex analysis of feedback from users, for
example, e-commerce, the polarity of messages or reactions to events/phenomena, in social
networks or in political/economic discussions/forums, etc. In superficial sentiment
analysis, the mechanism of gender classification (positive /negative /neutral coloured word)
is usually used. For example, for positive - uydosuii [chudovyy] (wonderful), npekpacHuii
[chudovyy] (beautiful), npasdusuii [pravdyvyy,] (true), negative- sinusuii [linyvyy] (lazy),
nozanuti [pohanyy] (bad), dpamisausuii [drativlyvyy] (annoying), and neutral - 6iauii
[bilyy] (white), consiunuii [sonyachnyy]| (sunny), kocmivnuii [sonyachnyy] (cosmic). But the
mood is not a feature of the language and depends on the meaning of the words/phrases
according to the surrounding context of the text, for example, the word kymednuii
[kumednyy] (funny) has several interpretations of conveying the mood, in particular,
positive - cmiwHuii kaoyH [smishnyy kloun] (funny clown), negative — kymedHuii odsie
[kumednyy odyah] (funny clothes), and neutral - kymednuii kim [kumednyy kit] (funny cat)
or KymedHa iepawka [kumedna ihrashka] (funny toy). The word 2ocmpuii [hostryy] (sharp)
from the word nepeys [perets'] (pepper) or wixc [nizh] (knife) has a positive meaning when
buying, but from the word 6isas [bil'] (pain) and Hixc [nizh] (knife) in a criminal case, it has
a negative meaning. Also, negation turns the meaning of a positive text with positive words
into a negative one and vice versa, for example, mu dysce 6azamo ouikysaau 8id 8idno4uHKy
HAQ MOpI COHSYHUMU 2apHUMU OHSMU, adje 06iysHa KypopmHa 6a3za eI0novuHKY ece
cnackydusaa [my duzhe bahato ochikuvaly vid vidpochynku na mori sonyachnymy harnymy
dnyamy, ale obitsyana kurortna baza vidpochynku vse spaskudyla] (we expected a lot from
a vacation at the sea on sunny, beautiful days, but the promised holiday resort spoiled
everything) (one negative word cnackydu.a [spaskudyla] (spoiled) all the previous positive
ones) or douy, npoxosoda ma eimep He cma/au nNepenoHamu 2apHo gidnovyumu 8 Yydosiil
komnanii [doshch, prokholoda ta viter ne staly pereponamy harno vidpochyty v chudoviy
kompaniyi doshch, prokholoda ta viter ne staly pereponamy harno vidpochyty v chudoviy
kompaniyi] (rain, coolness and the wind did not become an obstacle to a good rest in a
wonderful company). Only thanks to machine learning in such cases it is possible to get the




predictability of the text and reveal the emotional colouring according to the context. An a
priori deterministic/structural approach loses the flexibility of context and meaning, so
most speech models take into account the location of words in context, using ML methods
for prediction. The main method of developing simple speech models is the bag of words as
the frequency of co-occurrence of words in a narrow, limited context (Fig. 4).

1) inmenexmyanvna ingpopmayitina cucmema —> iHmeneKm ingpopm cucmem
2) inmenekmyanbHull IHOPMAYIiHUL NOWYK —> IHmeneKm iHhopm nowyK
3) onpayrosanns ingopmayivinux pecypcie — onpauios ingpopm pecypc

4) cucmema enekmpoHHOT KoMepyii —> CUCMeEM eJleKmp Komepy,

5) komn tomepna ninegicmuuna cucmema — KOMN 1omep JiiHzeicHm cucmem
6) ananiz npupooHoi Moeu —> ananiz RPUPOO Mo

7) onpayroeants NPUPOOHOT MOGU —> ORPALI08 RPUPOO MO8

8) onpayiosanns mexcmoso2o Konmenmy — ORpayl08 MEKCH KOHMeHm

9) ananiz mexcmo8o2o KOnmeHmy —> aHai3 MEeKCH KOHMeHm

10) nowyx mexcmogo2o konHmenny — ROULYK MeKCH KOHMEeHm

11) ninesicmuunuti ananiz KOHMenmy — JIiH26ICH AHAJII3 KOHMEHM

12) ninegicmuunuii ananiz mexkcmy —> AiH26iCH AHAJI3 MEKCM

:
§ s 8 ©
s § § & & § § § g & § § § § g
§ § & & ¢ £ ¥ § = § § ® & 8% =
ananiz 0
enekmp 0|0
inmenexkm 0] 0 0
inghopm 0|0 2 0
Komepy, 0 1 0 0 0
komn’romep | 0 | 0 0|0 0|0
KOHmeHnm 2 0 0 0 0 0 0
niH2eicm 2 0 0 0 0 1 1 0
Mmo6 1/0]0]O0O]J]OJO]J]O]O]O
onpaytos 0|0 0 1 0|0 1 0 1 0
nouiyx 0] 0 1 1 0|0 1 0]0]0O0 0
npupoo 1]0 0|0 0|00 0 2 1 0|0
pecypc 0|0 0 1 0|00 0] 0 1 0|00
cucmem 0 1 1 1 1 1|0 1,0]0 0|00 0
mexkcm 2 0 0 0 0 0 3 1 0 1 1 0 0 0 0

Figure 4: Frequency matrix of co-occurrence of words

Such evaluation helps to determine the probability neighbourhood and to determine
their meaning from small fragments of text. Next, using statistical inference methods, word
order can be predicted. This is quite simple for English texts where words are not inflected.
For Ukrainian language tests, it is better to use not a bag of words, but a bag of word bases.
For example, for 12-word combinations as a 3-gram (36 words) without taking into account
declension, we will get a matrix of size 20x20, and with consideration of declension, gender
and person (analysis of only the bases of words) - 15x15. Moreover, for the Ukrainian
language, the location of bases in the 3-gram is usually not important and often has an
unambiguous probability of compatibility in terms of content, for example, inghopmayiiinuii
pecypc (ingopm pecypc) [informatsiynyy resurs (inform resurs)] (information resource



(inform resource)) and pecypc iHgpopmayii (pecypc ingpopm) [resurs informatsiyi (resurs
inform)] (information resource (inform resource)). The bag-of-words/stems model is also
extended by analyzing the co-occurrence of stable phrases and fragments of expressions
that are of great importance for identifying the meaning of the text. The expressions
3eseHull kpaii ckamepmuHnu (Mexa) [zelenyy kray skatertyny (mezha)] (green edge of the
tablecloth (border)) and 3esenuii kpati 6amvkiswuHu (MicueBicTb) [zelenyy Kray
bat'kivshchyny (mistsevist')] (green edge of the homeland (locality)) in the form of a 3-
gram carry a different meaning. That is, there are several interpretations only for the word
edge (the boundary of an object, a piece, the end of an action/state, a special area, a place of
residence, an administrative-territorial unit). Statistical analysis of n-grams makes it
possible to distinguish patterns of context. Speech models based on the analysis of n-gram
contexts require the ability to explore the relationship of text to some target variable. The
application of the analysis of linguistic and contextual features contributes to the formation
of the general predictability of the text. However, their identification and further use require
the ability to parse/identify the linguistic units of the language.

3. An example of the analysis of a structural feature can be the construction of an
ontology for the implementation of IIS. Along with linguistic and contextual features, it is
then necessary to identify and process high-level language units to define a vocabulary of
operations for the text corpus. Different units of language are processed at different levels,
and the correct implementation of NLP methods based on ML is important for the
operational and correct identification of the linguistic context (sem relationship structure).
Based on a typical pattern of utterances (statement or simple phrase) in the form of the
subject — verb — object — object definition (subject — predicate — appendix) construct
ontologies that define specific relationships between entities. They make it possible to solve
the problem of the lack of a mandatory order of words in a Ukrainian sentence to identify
its semantics. It is advisable to use it for tasks where it is necessary to constantly process
large volumes of text data and there is long-term resource support for the project. Semantic
analysis consists not only in identifying the content of the text but also in generating data
structures to which logical reasoning can be applied. Thematic Meaning Representations
(TMR) are used to encode sentences in the form of predicate structures based on first-order
logic or lambda calculus (A-calculus). Network/graph structures are used to encode
interactions of predicates of relevant text features. Then a traversal is implemented to
analyze the centrality of terms or subjects and the reasons for the relationships between
elements. Graph analysis is usually not a complete SEM (semantical analysis), but helps to
form part of important logical decisions or conclusions. Semantics, syntax and morphology
allow you to add data to simple text strings with linguistic meaning and generate new
meaningful text content. Nowadays, natural language is one of the most commonly used
forms of content. Its analysis makes it possible to increase the usefulness of data
applications and make them an integral part of everyday life. Scalable analysis and machine
learning of text primarily require up-to-date knowledge and text corpora of the relevant SA.
For example, in the field of finance, CLS needs to identify financial terms, stock
abbreviations and company names. Therefore, documents in the SA corpus must contain
these entities. That is, the development of any CLS begins with obtaining textual data of the
appropriate type and forming a corpus with structural and contextual features of SA.




4. Experiments, results and discussions

4.1. Method of grapheme analysis of the Ukrainian language

For the GA of text strings, it is best to use regular expressions (RE) as algebraic notations
for the features of a set of character strings. Commonly wused in the
development/maintenance of each type of computer language (programming,
communication protocols, data markup, specification, and design), the operation of text
editors, and word processing software, especially with IIS templated or SA text corpora
collections. Identification/search of a fragment/string by pattern in a sequence of character
strings is implemented to find all matches or the first one. The templates use special
characters [, 1, &, \,- 2%+ .$, |, (), _ { } etc, including /, but the latter is not RE, but its
boundaries The simplest RE is a tuple of simple characters (Table 1) to recognize the first
or all pattern-like occurrences of character sequences.

Table 1
Regular expressions of GA texts in the Ukrainian language for recognition of all characters

N RE Recognition Example and result
1 /KOHTEHT/ the exact sequence of substring CTPYKTYypHa CXema fliHrBiCTUYHOro aHanisy
characters, taking into account the case TEKCTOBOrO KOHMeHmy
2 /K/ a specific character, taking into account KOHTeHT-aHani3 3acTocoByoTb A5
the case aHani3y NOTOKiB KOHTEHTY
3 /-/ specific special character KoHTeHT-aHani3 3acToCcoBYOTb
4 /[KK]oHTeHT/ exact sequence of characters without KoHmeHm-aHani3 3actocoBytoTb 414
taking into account the case of the 1st aHani3y NoToKiB KOHMeHmy
character
5 /loHsi]/ oro,orH,orB,ori KoHTeHT-aHani3 3actocogyoTb

6 /[0123456789]/ RE uytnusi fo perictpy—npasuna 1,2 1a 4

[al0Tb Pi3Hi pesynbtatn

Any number in a string sequence

7 /[0123]/ or0,orl,or2,0or3 RE uytnmsi go perictpy—npasuna 1,21a 4
[AK0Tb Pi3Hi pe3ynbTatn
8 /[0-91/ Any number in a string sequence RE uytnusi fo perictpy—npasuna 1,2 1a 4
[al0Tb Pi3Hi pesynbTatn
9 /la-a]/ Any lowercase letter of the Ukrainian KoHmeHm-aHani3 3acmocosyromeo
alphabet
10 /[A-A1/ Any uppercase letter of the Ukrainian KoHTeHT-aHani3 3acToCcoBylOTb
alphabet
11 /[A-Aa-a]/ Any letter of the Ukrainian alphabet, KonmeHm-aHani3 3acmocosyrome
regardless of case
12 /IA-Z]/ Any uppercase letter of the English RE yytnusi go perictpy—npasuna 1,2 ta 4
alphabet [al0Tb Pi3Hi pesynbTatn
13 /[MA-A]/ Any character other than an uppercase KoHmeHm-aHani3 3acmocosyroms 91
letter of the English alphabet aHanizy nomokie KoHmeHmy
14 J[*KK]/ Any character except the letters K and K KoHmeHm-aHani3 3acmocosyroms 041
aHasi3zy nomokie KoHmeHmy
15 /IM\]/ Any character except the dot character. KoumeHm-aHani3 3acmocosyome
16 /[kA]/ ork,orn aHani3 NoTOKiB KOHTEHTY
17 /xry/ String pattern xy byHKuia XAy
18 /M A-A]/ Any uppercase letter of the Ukrainian KOHTeHT-aHani3 3acTocoByOTb ANA
alphabet at the beginning of a line aHani3y NoTokKiB KOHTeHTy B CLS
19 /7a/ The letter a at the beginning of the line KoHTeHT-aHani3 3aCTOCOBYIOTb




N RE Recognition Example and result
20 /KoHTeHTY?/ Presence/absence of the optional y CTPYKTypHa cXxema MliHrBiCTUYHOro aHanisy
character in the substring TEKCTOBOrO KOHMeHmy
21 /38°?30K/ The apostrophe ’ is optional for CTpYKTYpHa 03HaKa OMUCYE 3B’A30K MixK
searching and is often omitted NIHIBICTUYHMMM NeKCEMAMMU.
22 /niu.Bitncka/ Designation of any symbol niHesicTMKa abo niHrBicTMKa
23 /6.ry/ Designation of any symbol 3apa3s 3maraHHsa 3 bizy, Tomy A 6ixcy. A
bi2yH, Tomy bixky ecTadeTy
24 [i*/ Any line without T or any number of i MA neKkcemu npoeadameo HA OCHOBGI ii
0cobucmoi MHOMUHU 03HAK
25 Jii*/ Any string with one or more ¥ MA nekcemu npoBafATb HAa OCHOBI if
0COBUCTOI MHOXWHKN 03HAaK
26 /[HxTnaus]*/ or without or any numberorHorxorT BiddasneHo nnemobca HA AAGHAX HAWO20
ornorporyors Humms 6e33miHHe 36ix#a 3HAHHA AK
06auy4s ocobucmozo doceidy!
27 /[HTngus]/ OrHOrortTornaorgoryors Biddas1eHO AAEMbCA Ha AAHAX HALLOTO
Hmms 6e33MiHHe 36iXHA 3HAHHA AK
06a1y4a ocobucmoro docsidy!
28 /[0-91*/ or none or an arbitrary number of one RE uymausi do pezicmpy— npasuna 1, 2
element from the range 0-9 ma 4 darome pi3Hi pezynbmamu
29 /[0-9][0-9]*/ One digit from the range 0-9 is RE uytamei go perictpy—npasuna 1,21a 4
required, the other is not, but if there is [al0Tb Pi3Hi pesynbTatn
- any number of one of 0-9
30 /[0-9]+/ any number of different digits from 0-9 CnewucMmBO 3HaKy NUTaHHA ? ana RE-
npasun 20-21
31 /[H*TNau3]+/ ONEeOrHOr ) orTorAor A oryorsor Biddas1eHO AAEMbCA Ha AAHAX HALLOTO
several, or any combination thereof Hmms 6e33MiHHe 36iXHA 3HAHHA AK
06211y4a ocobucmoro docsidy!
32 /[HTnaus]{2}/ exactly twoorHorortornorpgoruy BiddaneHo AA€ETLCA HA NaHAX HAWOro
ors Kumma 6e33MiHHe 36iXHA 3HAHHA AK
061u1yysa ocobuctoro gocsigy!
33  /aHanis.*aHanis/ String identification using a double KoHTeHT-aHai3 3acTocoByoTb AN1A
word aHani3 aHani3y NoToKiB KOHTEHTY B CLS
34 /"B/ B at the beginning of the line B Halw yac B IHTepHeT Bce €.
35 /MKoHTeHT- recognition of a specific phrase KoumeHm-aHanis._,
aHanis$/
36 1.8/ marking a space at the end of a line KoHTeHT-aHani3 _ 3aCcTOCOBYIOTh_,
37 /MKOHTeHT- recognition of a specific phrase with a KoHmeHnm-aHanis.
ananis\. §/ period and a space at the end of the
line
38 /NA-AN. S/ recognition of all possible sentences B Haw 4Yac e IHmepHem ece €.
39 /\bananiz\b/ recognition of a specific set of symbols KOHTeHT-aHasi3 3acTocoByoTb 418
(words) taking into account boundaries aHani3y NOTOKIB KOHTEHTY
40 /\b19\b/ recognizing a word as a number Momy BunosHunocs 19 B 2019.
41 /\b3\b/ word recognition within limits LiiHa -3S 3a 13 oanHMLb.
42 /\b5\b/ word recognition within limits LliHa -5€ 3a 5 oanHULb.
43 /ML|MH/ recognition of abbreviations ML or MH Peanisauis CLS Ha ocHosi M/1
44 [koHTeHT(y|Hui1)/ recognition of words with different KoHmeHmHuii aHani3 3acTOCOBYIOTb A0
inflections BE/IMKNX MOTOKIB KOHMeHmy
45 /Ne_[0-9]+_*/ 1 digit with any number of spaces B_konoHui _, Ne_3
46 /(Ne_[1-9]+_*)*/ recognition of arbitrary sequence B _ KonoHkax  Ne_1_Ta _ Ne_3 ,aneHe

number Ne and any number

B No_13_

RE is case-sensitive - rules 1, 2 and 4 give different results. Using the special characters
[ and ] solves the case-sensitivity problem of RE. The string of characters in the middle of []



implements the disjunction of the values upon matching. RE-rule 6 recognizes any number
in a sequence of string characters. The dash special character - in the middle [] for RE-rules
8-12 allows not to list all characters but indicates any character in the corresponding range.
For example, Pattern /[3-6]/ indicates any of the characters 3, 4, 5, or 6, and /[B-x]/
indicates one of the characters B, r, g, or  in the grapheme analysis of the input test. The
caret or circumflex character * inside [] for RE-rules 13-18 carries a different content load
depending on the location. If at the beginning immediately after [ means, all characters after
it are rejected in the parsed character string (RE 13-15). The caret ” has 3 purposes: to
indicate the beginning of a line (not inside [] - RE 18-19); to indicate negation within [] (RE
13-15); simply to denote carriages * (RE 16-17). Question mark special character ? for RE-
rules 20-21 allows you to mark optional characters in the searched string. This is useful in
cases where there may be both present/absent characters in a certain sequence that do not
resolve []. In [] - you can indicate the absence of a specific symbol from the range of possible
ones, but do not describe the absence of any symbol at all, indistinguishable from ?. The dot
special character . for RE-rules 22-23 allows you to mark the location of any symbol in the
sequence of the analyzed string. If the special character ? there is the absence or presence
of one symbol, then we can submit the doubling of the symbol through the special symbol *
(RE 26-29), which means the absence of a specific symbol or RE before * in the RE or its
arbitrary number in consecutively placed in the recognized line, i.e. the result can be a line
without this symbol. Therefore, to find at least one symbol from a possible sequence of the
same two - for example RE 29, and for two different ones - 30. The + special character for
RE-rules 30-31 allows you to mark one or more cases immediately preceding the /RE
symbol. {} (RE 32) is used to indicate the exact quantity (for example, exactly 2 times). The
dot special character. often used together with the special character * to indicate any string
of characters (RE 33).

An anchor is a special symbol (for example, a double sign ” or a dollar sign $) specifying
the location of the RE in the character string. In some cases, the caret » marks the beginning
of a line (RE 34). The dollar sign $ recognizes the end of a line (RE 35-36). The backslash \
allows you to recognize special characters in the character string of the input test (RE 37-
38). The anchors \b and \B identify the presence and absence of word boundaries,
respectively (RE 39-42). A word is any tuple of numbers, underscores or letters (without
special characters).

To organize the selection of alternatives between, for example, synonyms, the
disjunction operation based on the special symbol | (RE 43-46). The combination of special
characters | inside () allows you to arrange disjunction recognition only for a specific
pattern, taking into account different inflexions/prefixes (RE 44). Special characters () are
used to organize counters of type * (RE 46). The difference is that * is used for one character,
not a whole sequence.

For complex disjunctive RE operators, when grouping from different special symbols,
the concept of priority is used (Table 2): () & *, +, 2, {} - string, *, $ — | from the highest
to the lowest (delimitation by the symbol —) (). Greedy RE patterns of the type /[a-ya]*/
recognize zero or more letters and no matches, expanding the identification to cover as
many strings as they can. Non-greedy RE based on *? and +? find the smallest possible text.
RE of the type /_*/ is used to indicate the absence or presence of a certain number of spaces,



since there can always be additional spaces around. There are aliases for general ranges
that can be used primarily to preserve grapheme type (Table 3). Correctly constructed REs
avoid errors of assumption (overrecognition) and negation (accidentally missed). Reducing
the overall error rate for GA implies two antagonistic conditions for generating a collection
of REs increasing recall (minimizing false ignores) and increasing precision (minimizing
false recognitions).

Table 2
Regular expressions to recognize keywords, stop words and tokens
N RE Recognition
1 Jane/ simple (but incorrect) pattern - takes into account other possible variants
/ananis/ of the sequence of characters in the input string
2 /[aAlne/ from case-sensitive, but unfortunately takes other cases into account,
/[aA]nanis/ such as maneua or KaHanisauis
3 /\b[aA]ne\b/ taking into account the boundaries of the word (without letters,
/\b[aA]Hani3\b/ underscores and numbers on both sides) - for but good, but the word
analysis already ignores
4 /[*a-aA-Al[aA]Haniz[a-a]/ Before aHani3 there was not a single letter regardless of case, and after it
is an arbitrary lowercase letter of the Ukrainian alphabet
5 /\b[aA]Hani3[a-a]*/ Before aHanis there is no letter, underscore or number, followed by any
lowercase letter of the Ukrainian alphabet or none
6 /(*|\b[aAlne\b/ to item 5, the possibility of meeting the word analysis at the beginning or
/(*|\b[aA]Haniz([a-a]*|$)/ the end of the line is added, when no character exists in these positions
7 /[0-9]+ (\$| rpH\.|EU)/ the integer value of the price in rpH. (UAH), or US/EU currency
8 /[0-9]+\,[0-9][0-9] rpH\./ the actual value of the price in rpH. (UAH)
9 J(*M\W)[0-9]+(\,[0-9][0-9])? the actual value of the price in the currency of Ukraine/USA/EU at the
(\S|rpH\.|EU)?\b/ level of a word in a sentence/utterance/phrase
10 /(M \W)[0-9]{0,5}(\,[0-9][O- the actual value of the price in the currency of Ukraine/USA/EU at the
91)? (\$|rpn\.|EU)?\b/ word level, taking into account the limitation of the number of digits
before the comma
11 /\b[6-9]+_*(UAH | 2| rpH\.| lines with a price value > 5 in the currency of Ukraine, taking into account
[Frirpus(Hs | Hi| enb))\b/ various options for designations and abbreviations
12 /\b[0-9]+(\,[0-9]+)?_* lines with the valid value of the price in the currency of Ukraine, taking
(UAH | 2| rpH\.?)\b/ into account the presence/absence of various options for designations and
abbreviations
Table 3
Basic RE aliases for general GA ranges
N Range RE Recognition Example
1 [_\n\t\f\r] \s any spaces and tabs aHani3_KOHTEHTY
2 [M\s] \S no spaces or tabs aHani3_KOHTEHTY
3 [0-9] \d any number from the range 14_ntoToro_2005
4 [~0-9] \D no digit from the range 14_arotoro_2005
5 [a-aA-A0-9_] \w any letter, number and underscore KOHTEHT-aHani3
6 [M\w] \W no letter, number or underscore KOHTEHT-aHani3
7 \b[0-9]*\b * none or several previous REs exce 22 pik
8 \b[0-9]+\b + one or more previous RE BxKe 2022 pik
9 \b[0-9]?\b ? definitely absent or present once 22 pik 2 cmoaimms
10 \b[0-9]{2\b {n} a certain number of repetitions 22 piK 2 TUCAYONITTA
11 \b[0-91{1,2\b {n,m} in the range of a certain number of repetitions 22 pik 2 TMcAYONITTA
12 \b[0-9]{2,\b {n,} at least a certain number of repetitions 22 piK 2 TUCAYONITTA
13 \b[0-9]{,2\b {,m} to a certain number of repetitions 22 pik % TMCAYONITTA




N Range RE Recognition Example

14 [0-9]{1,\*[0-9]{1,} \* special character designation * 3Ha4yeHun 5*93
15 1[0-9]{1}\.0[0-9]{1} \. special notation for the dot sign nata 14.02
16 [a-a]\? \? special designation of the question mark KOHTEHT-aHani3?
17 [a-a]\n[a-a] \n special notation for the newline character KOHTEHT-aHani3
KOHTEHT-
MOHITOPUHT
18 [6-a])\t[a-5]) \t special notation for the tab character a) 6) c)
19 s/TeKcT/KoHTeHT/ s/x/y/ replacement/clarification of the word by TEKCT —> KOHTEHT
another
20 s/([0-9]+)/<\1>/ s/R/R’/ expression replacement/clarification with a 27 > <27>
template
21 /x(.¥)y\1z/ J(.¥\1/ repeating a certain line/expression twice xAyAz
22 /x(F)y(.*)2\1w\2u/ JO0\1\2/ duplicates of two expressions in certain places /xAyBzAwBu/
23 /(2:x]y)(z] )text /() grouping, without fixing the template X W text x w
x\1/ \1/
24 /(?1[a9]) [A-Aa-a]+/ /(?x)y/ any string that does not begin with a éOHTeHT-aHaniB

RE /{9}/ is the recognition of exactly 9 cases of the previous symbol/expression, RE
/a{3}a/ - sequences v, RE /{3,12}/ - from 3 to 12 of the previous symbol/expression, RE
/(5,)/ is at least 5 occurrences of the preceding character/expression, and RE /(,13)/ is up
to 13 occurrences of the preceding character/expression. The special character s before RE
allow you to replace the expression with a pattern. The special character \k indicates the
location of the character/phrase/expression as a duplicate of the first element in the
capture group, i.e. the pattern in (), where k is the number of brackets or capture groups.
Thus, special characters () have a double function in RE: to group conditions and to
determine the order of application of operators. For grouping, without fixing the received
template in the register, the RE of the form (?: template) is used as a group that does not
capture the expression. When applying RE, the rank of use in the queue is determined. An
RE of type (?: template) is a positive statement (RE 23).

The (?=pattern) operator is positive when identifying a zero-width pattern, i.e. the match
pointer is not advanced. The (?!pattern) operator is positive if the pattern does not match,
is zero-width, and the cursor does not advance. Negative statements are usually used in the
analysis of a complex content model when a special case needs to be removed (RE 24).

Grapheme analysis is the preliminary processing and transformation of the text into a
certain marked and compressed format for the following NLP processes (Fig. 5):

extracting content — extracting paragraphs — extracting sentences within a paragraph —
extracting tokens within a sentence — marking tokens with tags for MA as part-of-speech

marking.
Grapheme
. HTML Tags ___ _ analysis|
A repository of
text corpuses | |
=1 Paragraphs Lexemes
[ = nD | | Marked content
=', fo ~1 = Sentence | |
Information 5 3
resource I | Grapheme segmentation and labeling |i‘"’ig i”tﬂt . _l
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Figure 5: Content partitioning, grapheme segmentation and labelling



At the first stages of the integration of content from various sources, it is necessary to
implement the processes of filtering, access and calculation of text sizes based on the
application of the standard API of pre-grapheme processing of the division of documents
through the execution of the following sequence of NLTK methods:

e  fraw() is organization of access to previously unprocessed text;

o farmi( is the elimination of non-text content, scripts and style tags;

*  fpatas() is the identification of individual paragraphs from the content text;
o feents() is the identification of individual sentences from the content text;

®  fiokens() is the identification of individual tokens from the content text;

®  fmark( is grapheme labelling of identified tokens based on RE;

Tmarked = fmark (ftokens (fsents (fpatas (fhtml (fraw (Xcontent))))))v (6)
and if necessary, additional methods, such as adding tags or parsing sentences, converting

annotated text into tree-like data structures, or extracting individual XML elements. To
identify and extract the main content from an information resource with an undefined
structure and high variability of documents from different sources, fz:m;() based on the
Python readability-1xml library is used, which removes all anomalous artefacts, leaving only
the text. When processing HTML text, fg:m: () uses a collection of formal REs to identify and
remove navigation menus, declarations, script tags, and CSS, then creates a new content
object model tree, extracts the text from the source tree, and embeds it into the newly
created tree.

Vectorization, feature extraction, and ML tasks rely heavily on CLS's ability to efficiently
break down textual content into its constituent components while preserving the original
structure. The accuracy and sensitivity of ML models depend on the efficiency of identifying
the connections of tokens with the corresponding context in the text. Paragraphs contain
complete ideas of context and are the structural unit of content. Based on NLTK, the f;,414s0
operator is implemented as a paragraph generator, which is defined as blocks of text
separated by two newline characters. The fy4:4s() the operator scans all files and passes
each HTML text to the RE constructor, indicating that parsing of the HTML markup should
be done through the Ixml HTMLparser. The resulting object maintains a tree structure that
can be navigated using native HTML tags and elements.

If paragraphs are structural units of content, then sentences are semantic units. As a
paragraph expressing a single idea, a sentence contains a complete thought that the author
has formulated and expressed in many words. Grapheme segmentation is the division of
text into sentences for further processing by marking words with parts of speech in MA. The
operator fsenss(), calling f,4tq45() and returning an iterator (generator), sorts all sentences
from all paragraphs.

The fsenes() operator bypasses all paragraphs selected by the f;,4:45() operator and uses
the foras() operator to perform the actual grapheme segmentation. Internally, the
frokens() operator uses fpqark(), @ model pre-trained with RE recognition/identification
rules for various kinds of tokens, punctuation marks, abbreviations, geographical names,
abbreviations, and other marks that serve as sentence start/end or tab marks. Punctuation
marks do not always have an unambiguous interpretation, for example, or are a sign of the
end of a sentence, but they are also present in dates, abbreviations, abbreviations, ellipses,



etc. Determining sentence boundaries is not always an easy task. Punctuation is crucial for
identifying word boundaries (commas, spaces, colons) and for identifying certain aspects of
meaning (question marks, exclamation marks, quotation marks). For some tasks, such as
tagging parts of speech, and analyzing or synthesizing speech, it is sometimes necessary to
treat punctuation marks as if they were separate words. When analyzing speech,
punctuation marks replace pauses, accents, and changes in intonation dynamics.
Lexemization is the process of obtaining lexemes (syntactically encoded strings of symbols)
and for its implementation, the operator f,,,4s() based on RE is used, which is selected
through f,,, .« O markers for spaces and punctuation marks and returns a list of alphabetic
and non-alphabetic characters. Like delimiting sentences, lexeme recognition is not always
an easy task: the presence of punctuation marks in a lexeme, punctuation marks as
independent lexemes, lexemes with and without hyphens, and lexemes as shortened forms
of words (one or more words). Different marker selection tools are chosen for these cases.
Any statement is a speech correlate of a sentence. The presence of lexemes of the dysfluency
type (loss of speech speed, for example, a longer pause when thinking) carries not so much
a semantic load as an emotional one. Exclamations such as mmmm, ox, ax [nmmm, ohh, ah],
etc. are fillers or filled pauses and are also emotionally coloured, but not semantically
coloured. An unfinished word with further repetition and its ending or simply with
repetition is a fragment that does not carry a semantic load, but only an emotional one.
Therefore, when conducting PHA, depending on the goal of solving a specific problem
through CLS, it is important to take into account (mark accordingly) or ignore some types
of punctuation (ellipsis, exclamation points, etc.), dysfluencies, double fragments,
exclamations, etc. If CLS is just a transcription of speech, then such phonemes should be
ignored to avoid loss of speech rate. But they make it possible to determine the
psychological state of the speaker and his emotional state, to identify the peculiarity of the
speaker's authorial speech when the tone of the voice changes, they are relevant in
predicting the future word, because they signal that the speaker is restarting the
statement/idea, and therefore, for speech recognition, ordinary tokens are considered as
phonemes. Marking a lexeme as a lemma (a set of lexical forms having the same base, the
same main part of speech and the same word content) or as a word form (a fully inflected
or derived form of a word) is a significant difference for conducting the next stage of MA as
lemmatization or stemming, i.e. identification of word bases. For many NLP tasks in the
English language, it is enough to mark the corresponding lexemes as word forms, but for
the Ukrainian language - no, it is still necessary to identify the bases of the words (for
example, based on the analysis of inflexion according to the tree of endings).

There are two ways to identify words with punctuation ignored - token recognition as
types (the number of different words | V] in the set of words of the corpus, i.e. the cardinality
of the alphabet of the corpus, where an element of the alphabet/dictionary is a unique word)
and tokens (the total number N of words of the analyzed corpus), i.e. |V] £ N. The largest
Google N-grams corpus contains 13 million types among those displayed > 40, so the true
number is much larger.

The ratio between the number of types | V| and the number of tokens N is called Herdan's
law (Herdan, 1960) or Heaps' law (Heaps, 1978): |V| = kN*, where k and x are positive
constants for 0 < x < 1. The value of x depends on the size of the corpus and the genre, for



large corpora x varies within [0.67; 0.75], when the size of the dictionary for the text grows
much faster than the square root of the length of its words. Another measure of the number
of words in a language is the number of lemmas rather than word types (for example, the
Oxford English Dictionary has over 615,000 entries).

4.2. Method of morphological analysis of the Ukrainian language

Morphology identifies the shape of things, and in textual analysis, the shape of individual
words/tokens. Lexemes are both words and punctuation marks, allowing you to conduct
the next SYA (syntactic analysis) more clearly. Word structure helps determine plural,
gender, tense, person, declension, etc. MA is a difficult task, as most languages have many
exceptions to the rules and special cases. The main task of MA is to identify parts of words
to assign them to certain classes (tags) of parts of speech. For example, sometimes it is
important to understand whether a noun is singular or plural, or is a proper name. It is also
often necessary to know whether the verb has an indefinite form, past tense, or is an
adjective. The resulting parts of speech are then used to generate larger structures
(fragments/phrases), or whole word trees, which are then used to build semantic reasoning
data structures. After GA (grapheme analysis), we have access to tokens in sentences in
paragraphs of integrated content texts, which makes it possible to apply MA to mark words
from the collection of tokens with parts of speech (e.g., verbs, nouns, prepositions,
adjectives) that indicate the role of the word in the context of the sentence. In the Ukrainian
language, the same word can usually take on different roles, depending on the inflexions.
Part-of-speech tagging based on MA rules consists of adding a corresponding tag to each
word from a collection of tokens that contains information about the definition of the word
and its role in the current context. MA rules are used for the development of
modules/subsystems for keyword identification, text classification (Fig. 4.6), machine
translation, and error correction, as well as for human psychological analysis, semantic
analysis, etc. When identifying words for further classification, the rub_id attribute
describes the rubric to which a specific keyword belongs (Table 4).

Table 4

Examples of Ukrainian and English words/flags for identifying keywords
N Ukrainian English N Ukrainian English
1 KypcopHuin/V cursoriness/17,13 39 6ydepusysatu/ABGH buffer/18,9,13,17,10,23
2 cursorily 40 BigdopmatysaTtn/AB format/1,20,17
3 cursor/9,13,17,10 41 Koaysatn/ABGH code/17,2,23,10,12,18,9
4 cursory/16 42 KewysaTu/ABGH cache/9,17,18,10,13
5 KMPUAiYHNA/V Cyrillic 43 Kyka/ab hook/10,23,9,18,13,17
6 Kinobitosunin/V kilobit/17 44 KnasiaTypHuii/V keyboard/18,9,13,23,10,17
7 Kinobir/efg 45 KnasiaTypa/ab
8  Kinobaittosuii/V kilobyte/17 46 KoZocymicHUI/V code/17,2,23,10,12,18,9
9 KinobanTt/efg a7 code compatible
10 Koaek/efg coder/2,13 48 compatible/17,5
11 Koaep/efg 49 compatibleness/13
12 KoHconbHUA/V consoled/7 50 compatibility/5,13,17
13 consoler/13 51 compatibly/5
14 KOHCONb/ij console/23,8,10 52  KogoreHepaTtop/efg code/17,2,23,10,12,18,9
15 Kob6on/e COBOL 53 generators/1




N Ukrainian English N Ukrainian English

16 Cobol/13 54 generator/17,13

17 Kinoboa/efg kilobaud/13 55 KoHirypaTop/efg configuration/1,17,13
18 Koninedt/e Copyleft/19,18,17 56 configure/1,10,17,9,8
19 xakep/efg hacker/13 57  KpunrtosaxuuweHuit/V crypto-protected/7,21
20 xewl/e hash/1,10,17,9 58  kpuntorpadiyHmnin/V cryptographic

21 Taimep/efg timer/13 59 cryptographically

22 crek/efgo stack/13 60 cryptography/13,17

23 cnam/e spam/13 61 KonipaiT/e copyright/13,17,18,9,10,23
24 cmain/ef smile/10,13,9,17,18 62 KomyToBaHuin/V switch/10,8,23,13,18,17,9,12
25 cant/ef site/9,17,12,13 63 KOHKaTeHaujia/ab concatenate/22,17,9,10
26 pectapt/ef restart/8 64 Kombocnucok/ab combo/13,17

27 pekypcisa/ab recursion/13 65 box/9,18,17,12,23,10,13
28 npouecop/efg processor/13,17 66 list/12,13,18,9,15,10,23,22,17
29 NPOKCi proxy/17,13 67 Kpoc-komninatop/efg cross/13

30 npuHTep/efg printer/1,13 68 compilable/7

31 noakact/e podcast/13 69 compilation/17,1,13
32 nnotep/efg plotter/13,9,17,10 70 compile/1,17,9,2,10

33 nikcenb/efg pixel/17,13 71 compiler/2,17

34 onuis/ab option/10,9,13,17 72 compiler's

35 ododnaiH/e offline/13 73  Kpoc-acembnep/efg cross-assembler/3,13,17
36 OHNanH/e online/13 74 dpeiim/efg frame/17,18,9,12,10,13,23
37 mogaem/efg modem/17,13 75 dann/ef file/6,9,18,17,10,13,23
38 cnnait/efg spline/13,17,9 76 curHaTypa/ab signature/13,17

The flag of the attribute defines the properties of this keyword (the part of the language
to which it belongs). In thematic dictionaries, each word has its property, for example,ab ¢
d o - different types of nouns, A - verbs, V - adjectives (Fig. 7). To compare the complexity
in thematic dictionaries (23 rules in total), each English word also has a property, for
example, the numbers 1-23 are the numbers of rules of the PFX type (prefixes, rules 1-7)
and SFX (suffixes and endings, rules 8-23) and describe some nouns for English words (Fig.
8). For example, PFX-type rules describe the modification of some nouns for English words
with prefixes: re-(rule PFX 1), de- (rule PFX 2), dis- (rule PFX 3), con- (rule PFX 4), in- ( PFX

rule 5), pro- (PFX rule 6) and un- (PFX rule 7).
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X Bugammu 81186 0 1 npowscnoBo-exoHoMidHui
X Bugammi 81187 0 1 npowcnoso-ingec Tuiiuii
X Bugammi 81188 0 1 npomucnoso-dhikaKcosmi
X Brgani 81435 0 1 nponopuin
X Brgamu 82223 0 1 npodecop

rub_id

1
3
4
2
2
3
2
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

Figure 6: The relation of keywords in the CLS database of text rubrics

flag lang params attribs language
i uk
ey uk
ef uk
Wk
aZ  uk
iz uk
v uk
b uk
of uk
v uk
v uk
uk
b uk
uk
v uk
WWZ  uk
ey uk
ab  uk
VW uk
ABGH uk
v uk
v uk
v uk
b uk
ey uk



FTpynn a b ¢ d o
-- Mepwa BigMiHa:

-- flpyra eigMiHa:

#
#
3
#
#
#
3
# -- flpyra BigMiHa:
#
#
3
#

SFX a ¥ 235
#
#
#
#
#
#

# oaHWHa
SFX a

SFX a
SFX a
SFX a

1M@HHHKH XiHo4oro Ta Yonosidoro Ta cepegHeOro pogy

iMeHHHKHM YonoBiuoro pogy iz 2aKkiHuYeHHAM Ha -ap -Hp
HaronoweHi (Miwana rpyna Ha -ap -up)

iMeHHWKK 4YornoBidoro poay 3 4YepryBaHHAM -i -0

-= YucniBHMKHM -ATb, -CAT, -cTO

OflHWHA (HHOXWHA NepeHeceHa B rp. b)

CnovaTky nepwa BigMiHa

TBepa rpyna B HasuBHOMY BiAMiHKY OAHWHW 3 3aKiHUeHHAM Ha -a
W [“xuuyla # xata xatv (P.)

i ["rrkx]a # xata xaTi (A4.M.)

a
a

aya # xata xaty (3.)

a o [“xuwmla # xaTa xaTow (0.)

Figure 7: Noun classification dictionaries for Ukrainian words

TRY esianrtolcdugmphbykawzESIANRTOLCDUGMPHBYFVKHZ'oaMTercsﬁnnKbtuﬂM3mﬁqrmmmuéx¢shABCMKFHTEHH&HHOSPSmﬂEXKMHYHbemHE

FLAG num

NOSUGGEST 49
ONLYINCOMPOUND 58|

COMPOUNDMIN 1

REP
REP
REP
REP
REP
REP
REP
REP
REP
REP
REP
REP

88
a e
ei

a ey

ey

i
a

a

ai ie
ie ai

are
are
are
air
air

REP
REP
REP
REP
REP
REP
REP
REP
REP

PFX
PEX

PFX
PEX

PEX
PEX

PFX
PFX

PFX
PFX

PFX
PFX

PFX
PFX

SFX
SFX
SFX
SFX

air
ear
eir
are
ere

ear air
air ear

w

qu

qu w

z

55

ss Z

shun tion
shun sion
shun cion

1
1

(SN

Y1
e

© <
[y

pro .

1

un .

@ <

3

able [“aeiou]
able ee

able [“aeioule

"D ® o <

SEX

>

SEX
SFX
SFX

SFX
SFX
SEX
SFX
SFX
SFX
SFX

SFX
SFX

SFX
SFX

SFX
SFX
SFX
SFX

9y 4 ASFX 16 8 ness ["y] ~
gagz[n ou] SFX 17 Y 4
y e N aelouly SFX 17 y ies [“aeiouly
9@ ed [*ey] SFX 17 @ s [aeiouly
9 @ ed [aeiouly SFX 17 @ es [sxzh]
SFX 17 @ s [*sxzhy]
18 ¥ 2
18 e ing e SFX 18 Y 4
10 @ ing [*e] SFX 18 8 r e
SFX 18 y ier [“aeiouly
11 N 2 SFX 18 @ er [feiou]y
11 y ieth y SFX 18 @ er [“ey]
11 @ th [*y] SFX 19 N 4
SFX 19 8 st e
12 ¥ 2 SFX 19 y iest [“aeiouly
12 e ings e SFX 19 @ est [aeiouly
12 @ ings ["e] SFX 19 @ est [“ey]
13y 1 SFX 2@ N 2
130 s . SFX 28 e ive e
SFX 28 @ ive [“e]
ii ; 1 " SFX 21 Y 1
men SFX 21 @ 1y .
15 Y 3 SFX 22 Y 3
15 e ion e SFX 22 e ions e
15 y ication y SFX 22 y ications y
15 @ en ["ey] SFX 22 8 ens [“ey]
16 Y 3 SFX 23 Y 4
- 5 SFX 23 @ rs e
16 0 ness [seionty 0y lers Laeionty
n ¥ SFX 23 @ ers [aeiou]y
16 @ ness ["y] SFX 23 B ers ["ey]

Figure 8: Noun classification dictionaries for English words



SFX-type rules describe how some noun modifications for English words with suffixes or
endings (Fig. 8):

-able ["aeiou], -able ee, -able [*aeiou]e (rule SFX),

-d e, -ied ["aeiouly, -ed ["ey], -ed [aeiou]y (rule SFX 9),

-ing e, -ing ["*e] (rule SFX 10) and - ieth y, -th [*y] (rule SFX 11),
-ment (rule SFX 14) and -ion e, -ication y, -en [*ey] (rule SFX 15),
-ings e, -ings ["e] (rule SFX 12) and -'s (rule SFX 13),

-iness [“aeiouly, -ness [aeioul]y, -ness [*y] (rule SFX 16),

-ies [“aeiouly, -s [aeiou]y, -es [sxzh], -s [*sxzhy] (rule SFX 17),
-r e, -ier [*aeiouly, -er [aeiou]y, -er [*ey] (rule SFX 18),

-st e, -iest [*aeiou]y, -est [aeiou]y, est [*ey] (rule SFX 19),

-ive e, -ive [*e] (rule SFX 20) and -ly (rule SFX 21),

-ions e, -ications y, -ens ["ey] (rule SFX 22),

e -rse,-iers [aeiouly, -ers [aeiouly, -ers ["ey] (rule SFX 23). The letters e and y near

the suffixes are decision markers.

A file of affixes (parts of words that attach to the root and bring grammatical or word-
forming meaning, elements of word formation, for example, prefix, suffix, postfix, inflexion)
has the *.aff file type and may contain additional attributes - the rules of reduction to the
base of the word (Fig. 9). The notation SET is usually used to identify the sequence of parts
of affixes and directories. REP forms a lookup table to correct multiple characters for words.
TRY identifies sequences to replace. SFX and PFX identify the types of suffixes and prefixes

that are marked by word affixes.

Figure 9: Rules for reduction to the base of a word of the noun type

5 emdya_newsfeeds +~T— = id ordering state flag type lang mask find repl params language

£5 emdya_overrider # Penarysatu 3£ Konieatn X Bupanutu 26 26 1 a SFX  uk i iH OHOM *

Eg emdya_postinstall_ messages # Pegarysatn 3 Konieatn X Buganumm 27 27 1 a SFX  uk iH iH OHi

g% emdya_redirect_links ¢ Peparysatn 3¢ Koniosatn X Buganumu 28 28 1 a SFX  uk ir ir ory

g emdya_schemas # Penarysatu 32 Konieatn X Bupanumu 29 29 1 a SFX  uk ir ir oroai

g5 emdya_securitycheck # Pegarysatn < Konioeatn X Buganumn 30 30 1 a SFX  uk ir ir orom

el st ot ¢ # Pegarysaru 3¢ Konirosari X Buganimu 31 31 1 a  SFX uk i ir oal

£ emdya_securitycheck_db _# Penarysatn % Koniwsatn X Bupanumn 32 32 1 a SFX  uk [*nlia in ony

FS emdya_securitycheck_file_manager ¢ Peparysatn %< Konioeatn X Buganumn 33 33 1 a SFX  uk [*n]ia ia ofosi

e # Pegaryaaru 3¢ Konirosari X Buganwmu 34 3 1 a  SFX uk  [*nlia ia omom

5 emdya_securitycheck_storage # Penarysatn % Koniwsatn X Bupanumn 35 35 1 a SFX  uk [*nlia in oAl

£ emdya_session ¢ Pegarysatn < Konioeatn X Buganumn 36 36 1 a SFX  uk [*nrlnig  ig bony

BT AL T S ¢ Peparysatu 3 Konieatu X Buganutu 37 37 1 a SFX  uk [*nrnin i bOROBI

T sl e Rk _# Penarysatn % Koniwsatn X Bupanumn 38 38 1 a SFX  uk [*nrlnig  ia BOJOM

D el e _# Pegarysatn %< Koniosatn X Buganumn 39 39 1 a SFX uk [*nrlnig ia bogi

_# Peparypatu 3 Koniomatu X Bupanutu 40 40 1 a SFX  uk [prlnin in oay
E& emdya_stemmer_rubrics L
_# Penarysatn 3 Konisatn X Buganumn 41 41 1 a SFX  uk [nrlnia  ia ofoBi

EL_[giautoch00_fo _# Peparysatn 3¢ Koniosatn < Buganumu 42 42 1 a SFX uk [nrnia i ogom
EL_{gagk-storefront ¢ Peparysatu 3¢ Koniosat X Bupanutu 43 43 HE SFX uk [nrlnia i oai
EL_{ginformation_schema _# Peparysatu 3¢ KoniosaTn X Bupanumu 44 44 e SFX  uk i6 i6 0by
Gl {Emysql ¢ Peparysatu 3¢ Koniosatn ¢ Buganumu 45 45 1 a SFX  uk i6 i obosi
1 (e perfermance_schema #* Penarysatu 3¢ Konieatn X Bupanumu 46 46 1 a SFX  uk i6 i6 obom
1 {g phpmyadmin _# Penarysatn % Koniosatn X Buganum 47 47 1 a SFX  uk 1] i6 obi

The flag of the flag attribute determines the type of word, the mask of the mask attribute

shows the ending identification rule, the value of the find attribute is the ending of the word
in the nominative case, the value of the repl attribute is the ending of the word in the non-
nominative case. Exceptions to the rules are given in square brackets. For example, the first
line (ordering 26) describes a specific example of recognizing nouns of group a with the
alternation of -i -0 and the inflection -ix of the nominative case in the instrumental case



(inflection -oHom), and the next entry (ordering 27) is the same nouns, but in the local case
(inflection -ori), but does not recognize other rules of that group or other groups in the
dative case - inflections -onosi and -oHy (Fig. 10). The third record (ordering 28) already
recognizes nouns with alternation -i -o with inflections v of the nominative case in the dative
case - inflection -ozy, but does not recognize other rules of the same group and (rules 29-31
do this, respectively): -ozoei ([.M.), -o2zom (0.), -03i (M.).

# TEepama rpyna B HazueHomy sigmivHky ofHuHM 3 3akiHYeHHAM Ha -a
# MHoxuHa

SFX b a B [“knnu]a # xata xaT (P.)

# [*BKAHPWM] A > -A, - # xata > xaT (P.)
# [u4] A > -AL,ER # Muma > mMuawedr (P.)
SFX b a B [“cT]na # worna worn (P.)

SFX b na en [cT]na # mitna miven (P.)

# [“K] B A > -A, - # rmaea > rnae (P.)
# [*P] K B A > -A, - # Bykea > Byke (P.)
# PKBA > -BA, 0B # uepkea » UepkoOB (P.)
SFX b a B [“cxzBm]Ha # BaTbkiBwuHa BHaTokiBwMH (P.)
SFX b Ha eH [cxEm]Ha # cocHa coced (P.)
SFX b Ha H M3Ha # TpMzHa TpU3H (P.)

SFX b Ha eH 03Ha # BopozHa Hopozew (P.)
SFX b a B [aecoyniian]ka # aeTomaTuka astomatuk (P.)

SFX b Ka oK [“aecoyniiaw]ka # BignycTka eBlanycTok (P.)
# MP 20082.81.25

# K A > - LKA, WOk # nowka > OOWOK (P.)

# cectpa - B foO

# m'Aka rpyna B Hazwesomy Bigminky ofHuMHM = ZakindendHam Ha -A

# MHOXMHa

SFX b A b [“ieywaoH 'bnTaplAa # Baca Bace (P.)

# MP 2801.89.82 popoewid BigMiHOK MHOXMHW Ha -pA

SFX b A B [“ec]pna # Bypa 6yp (P.)

# +++ OK - zmiHm nHanawi eipg vesnag 11.86.82

SFX b A b epA # BeyepA  Beyepe (P.)

SFX b opA ip opA # zopa =ip (P.)

# --- OK - 3miHM nHanawi eipg vesna@

#

# MP Boruua kyxHA GolHA BMUHA; 2881.89.82 -bHA,EHb

SFX b A b [iewaowyiAc]HA # BorvHA  BoruvHe (P.)

SFX b HA OHb [kx]Hna # KYXHA KYyXOHb (P.)

SFX b AHA EHB AHA # BoiHA BoEHb (P.)

SFX b BHA 2Hb BHA # BiTancHA  BiTaneds (P.)

SFX b HA eHb [“iemaowyiAeHKXib |HA # BMWHA BUWEHb (P.)
# MP 2801.88.26 -nnAa -TTA -aoA 2001.89.82 -[em6]lna 2801.89.14 -crTa

# MP 2801.89.16 [~C] [C] -cna (Tecna - Tecns) ?

SFX b na ens [“noeyaiswainck]na # 6yaniena 6Gyniesens (P.)
SFX b A b [noeyaicewAinck]na # Bana Banb (P.)

SFX b A el ann # nonmagAa nonagei (P.)

SFX b A ie [“malan # nAanA nAanie (P.)

SFX b A b [*1c]Ta # Kata Katb (P.)

SFX b na =] nna # pinna pinei (P.)

# Tna > -A,ER # pinna > pinei (P.)

SFX b A is yana # cyana cyaonie (P.)

SFX b oA el annA # Gapna Ganei (P.)

SFX b TA =] TTA # cratTA cTaTe# (P.)

SFX b A b [“o]cTA # npu4acTAa  npuHacTs (P.)

SFX b A =] OCTA # roctAa rocrven (P.)

# MP Map'A > Mapeil ?

SFX b ‘A =] [*“p]"A # cim'Aa  cimei (P.)

Figure 10: An example of the rules of morphological analysis of Ukrainian nouns

The ninth entry (ordering 34) already recognizes nouns with inflexions on -[*.1]id of the
nominative case not after -z in the instrumental case with the inflexion -odom, but does not
recognize other rules of the same group and (according to rules 32-33 and 35 ): -[*1]ody



(A4.P.), -[*1]odosi (4.), -[*n]odi (M.). REP defines a substitution table for correcting several
characters in Ukrainian words [535], for example REP 5; REP cu ui; REP yto4 yBasibH; REP
toro4 oBasibH; REP emH micTk; REP 06e3 31e. Negative form prefix (Fig. 11):

e Adjectives ending in -uti;
e Adjectives of the short form change to -en in the same way as the full form (sceH -
SICHUH...).

The presence of a ratio of words blocked by the moderator (Fig. 12), in particular those
that cannot be key, allows to reduce the amount of verification during text classification
(Fig. 13). To identify keywords, it is important to correctly recognize adjectives in any case,
gender and number (Fig. 14).

PEX Z Y 1
e

PEX Z He . # ronocHui > HeronocHui

# YBATA!! He moxHa eukopucToByEaTH /Y 3 npanopuem /Z!!
# CupoeuHow rpynu /Y € NpUKMeTHMKM Yy nopiedsansHii dopmi (we “npocTuin/Y', a ‘npocTiwwmi/Y')

PEX Y Y 1
PEX Y 5] Hai . # ronocHiwmin > HaWronocHiwwii

# ToToxHl cnoea = npedikcom "B-" yTeopeni Bipg cnie = npedikcom Ty-"

# MoxyTb CTBOpHEaTWM HaaTo O0eri paakw cnosodopMm, NOKM WO HE BMKOPCTOBYETLCA
PEX X Y 1

PEX X B v B # Bbutk > ybuTk

Figure 11: An example of rules for identifying the negative form of Ukrainian words

% emdya_newsfeeds . —T— < id ordering state word lang params language
£ emdya_overider # Pegaryeatu §i Konioeatn X Bupanum 1 1 1 nicn  uk .
g5 emdya_postinstall_messages / Pegaryeatw 3 Koniosatw X Bupanum 2 2 1 wix uk
£ emdya_redirect_links P Pegaryearu 3i Koniopatu X Bupanumt 3 3 1 ae  en
g5 emdya_schemas / Pegaryeatw 3 Koniosath X Bupanum 4 4 1 and en
£ emdya_securitycheck P Penaryearu 3i Koniopatu X Bupanum & 5 7 wk ok
g emdya_securitycheckpro_update_databe 4” Pearyeatn 3¢ Koniwsatn X Buganutn 6 6 1 been en
e Y P Pegaryeary 3i Koniopatu ) Bupanum 7 7 1 has  en
et s # Pegaryeatu 3 Konitosatn X Buganutu 8 8 1 their  en
et et P Penaryearu 3i Koniopatu ) Bupanumt 9 9 1 any  en
emdyﬂ'secumcheck'swage # Peparyearn 3¢ Konirosam X Buganum 10 10 1 the en
emdya'sessmn - # Penaryeatu  § Konilosau 3 Buganumn 11 1 1 with  en
= emdya’mmmm T # Pegaryeary 3i Konioeatn X Bupanum 12 12 1 Takmx  uk
i andya:slenmer:uo:ked_ / Pegarysatn 3¢ Koniosatn X Bupanumn 13 13 1 ixkinm uk
# Pegaryeatu 3 Konilosau X Buganumu 14 14 1 Kk
£ emdya_stemmer keywords i
# Penaryeatn 3¢ Koniosatt X Buganumu 15 15 1 T1akei  uk
g4 emdya_stemmer_rubrics —
P Pegaryeary 3i Konioeatn X Buganumt 16 18 1 wa  uk
EL{Eaautoch00_fo # Pegarysatn 3¢ Koniosatn X Bupanumu 17 17 1 Ha ru
E1{agk-storefront # Penarysatw § Koniosatn X Buganum 18 18 1 e uk
E1_{gyinformation_schema # Pegaryeatw 3 Koniosatn X Bupanumu 20 19 1 anA uk
B fmysql P Pegaryeatu 3i Koniosatu 3 Bupanum 21 20 1 w0 m
& [@iperformance_schema # Pegaryeatw % Konilosan X Buganumu 22 21 1 owm
(1 fgiphpmyadmin P Penaryearu 3i Koniosatu X Bupanumt 23 2 13m0 m
Figure 12: The ratio of words blocked by the moderator
g emdya_newsfeeds T + id ordering state title params language
o emdya_overrider # Peparysatn % Koniweatt X Bupanuru 2 2 1 Hayrka *
% emdya_postinstall_messages # Peparysatn  Fc Konioeatw X Buganuru 3 3 1 Texnonerii *
» 2. x
eF emdya_redirect_links # Peparysatn % Koniwsatt X Bupanuru 4 4 1 InTeprer
" = «
e emdya_schemas # Peparysatn  Fc Koniweatw X Buganurn 1 1 1 Bea pyBpuku
» 2. x
e emdya_securitycheck # Peparysatn % Koniweatt X Bupanuru 5 5 1 Typusm

Figure 13: Relationship of rubrics



# MpukmeTHMkKW iz ZakiddedHHAM Ha -wi

# NpukMeTHMKM kKopoTkol $doprMM Ha -eH ZMIHOKTECA Tak camo Ak 1 noeHol (AceH - AcHMA. .. )
#

# YHonoesivoro pogy

SFX Vv ni oro [ ]win # eipgicnanmia eigicnadoro (P.3.)
SFX Vv ni oy [ ]win # epipgicnanuia esigicnadomy (4.M.)
SFX W Wi mM MiA # eipicnmanmii eigicnadum (0. Mu:1.)
SFX Vv ni im i # epipgicnanmia esigicnanim (M.)
# Miwoworo poay

SFEX W Wi a [ ]wmia # eigicmanmin eigicnawna (H.)
SFEX W Wi ol [ ]wmia # eigicmanmin eigicnanol (P.)
SFX W i i M # sigicnmanmih eigicnaniin [F1]
SFEX W Wi W [ ]wmia # eigicmanmin eigicnany (3.)
SFEX W Wi ol [ ]wmia # eigicmanmin esigicnanow (0.
# CepegHsoro pogy

SFEX W Wi e uiA # eigicmanumin eigicnane (H.)
# MHomumHa

SFEX W Wi i uiA # eigicmanmin eigicnawni (H.)
SFEX W Wi nx uiA # eigicmanumin eigicnannx (P.)
SFEX W Wi wMK uiA # eigicmanumin esigicnadumn (0.
#

# MNpukMeTHUKK Ha -AWMUMA

#

# YHonoesiworo pogy

SFEX W Wi BLOrO [y Tumia # BHinonuumia  Binonuusoro (P.3.)
SFEX W Wi BOMY [y Tumia # Binonuumin  BinonuusomMy (o-M.)
# Miwoworo poay

SFEX W Wi A [y Tumia # BHinonwumia Binonwus  (H.)

SFEX W Wi [k [y Tumia # BHinonmumin Binonmusol (P.)
SFEX W Wi W [y Tumia # Binonuumia Binonwuwe (3.)

SFEX W Wi B0 [y Tumia # BHinonuumia  Binonuusow (0.
#

# YHonoesiworo pogy

SFEX W Wi oro YUMEA #  myumih  kKyuoro (P.3.)

SFEX W Wi oMy YUMEA #  wyuwmin | kyuomy (a.m.)

# Miwoworo poay

SFEX W Wi a YUMEA #  wyuwmin  kyua (H.)

SFEX W Wi ol YUMEA #  myumin  kyuol (P.)

SFEX W Wi W YUMEA #  owywmin  kyuy (3.)

SFEX W Wi ol YUMEA #  myuwmii | Kyuow (0.)

#

# MNpukmeTHuMkn iz zakindenHAm Ha -1iA/-IR

#

# YHonoesiworo pogy

SFEX W ii BLOrO i # cwuiin  cuHbOrO (P.)

Figure 14: An example of the rules of morphological analysis of Ukrainian adjectives
Let us describe each marked class of the set of MA noun rules:

e (lass I for nouns marked with flag as a, b, ¢, d or o:
a. 1 declension: feminine, masculine and neuter nouns;
b. 2nd declension: masculine nouns ending in-ap, -up, stressed (mixed
group in-ap, -up);
c. 2 declension: masculine nouns with alternation-i, -o;
d. Numerals -amy, -csim, -cmo;
e (lass II for nouns marked with flag as e, f, g or h:
a. Second declension masculine nouns with a zero ending;
b. Second declension masculine nouns ending in -o;
e (lass III for nouns marked with flag as i, j or k:
a. Third declension without alternation;
b. Second declension neuter ending in -o, -a, -5;
c. Second declension on a consonant without ending -i in the local case;
e (lass IV for nouns marked with flag as I, m or n:
a. Third declension with alternation;
b. The fourth declension of the neuter ending in -a, -5;



c. Group V for nouns marked with the flag as p: masculine (m.) and feminine
(f.) patronymics of the singular (s.) and plural (m.) of male names.

For further SYA, it is appropriate to recognize the verbs correctly (Fig. 15).

Let us describe in more detail each marked class of the set of noun recognition rules,
indicating their total number N (Table 5). In total, about 1,300 rules for processing suffixes
and endings are used for MA Ukrainian-language nouns, taking into account the alternation
of letters.

SEX A Y 482

# s3BopoTHA dopma - B rpyni /B
# cknagHMA MalByTHiR 4Wac = /JAG Ta cknagHwid 3popoTHiW 4ac 3sopoTHeol dopmm = /BH

#

# MH (okpim A, Tu, Bin) anA ecix =zakiwdeds, kpim "ATe" (Awoe, Awna, Awno), Ta -cTw
SFX A ™ na [“c]Tk # abonyeaTw aboHysBana (Bona)

SFX A  Tm no [*c]Tn # abonysaTu afoHyeBano (BoHo)

SFX A ™ nw [“c]Tk # abBonyeaTw abouyesanu (Mw, Bu, Bouu)

SFX A ™ ] [aeniioya]lTk # abonyeatu abouysas (A, Tw, Biw)

# T -eatu (T HenokoHaHoi dopmu, MB gokoHaHol)

SFX A  Batm w0 [aywa]lsaTh # abouysaTu aboHyi (a)
SFX A EER Ew [aywaleaTn # abonyeBatu aboHyew (Tn)
SFX A EEM 5 [aywaleaTn # abonyeaTu aboHye (Biwn)
SFX A EER emMo [aywaleaTk # abonysaTu abodyemo (Mu)

SFX A BaTH eTe [aywalsaTk # abonysaTu aboHyeTe (Bu)
SFX A  Batm WThL [aywalsaTh # abonyBaTh afoHywTb (BoHu)
# MH -atmn

# HO -BaTn

SFX A EER ] [ywo]eaTk # abonyeaTu aboHyi (Tu)
SFX A4 Batm WMo [yio]saTu # abonysaTu abonyimo  (Mu)

SFX A BaTH WTe [yio]eaTk # abonyeaTu abodyiTe (Bu)

SFX A ™ 2] [aa]eaTwk # craeaTtu cTaeBai (Tu)
SFX A ™ AMO [an]eaTk # cTaeaTu cTaBalmMo (Mu)

SFX A ™ WTe [an]eaTk # cTaeaTu cTaeBaiTe (Bu)

# T -peatu, -zBatu (T HepokoHaHol ¢opmm, ME nokoHawol)

SFX A artmn Y [p=]eaTk # peatm pey (a)
SFX A artmn ew [pz]leaTwk # peatm peew (Tu)

SFX A aTtmn e [pz]leaTk # peatm pee (Biwn)
SFX A aTtmn emMo [pz]BaTk # pBaTM peBemMO (Mu)

SFEX A atm eTe [p=]saTu # peBaTu peBeTe (Bu)

SFX A artmn YT [pz]leatn # peatm peEyYTB (Bonm)

# HO -BaTn

SFX A aTtmn ] [pz]leaTk # peath pem (Tu)

SFX A  atm imo [pz]eaTu # peatu peimo (Mu)

SFEX A atm ite [p=]eaTu # peBatu peiTb (Bu)

#

# liecnoea = zakiH4YeHHAM -2aTH = 4YepryeBadHAamM 3/x (Bez Yepryesawua - rp. /I)

# T -zatu (T HenokoHaHoi dopmu, MB gokoHaHol)

SFX A  satm Y saTu # Kazatm Kawy (A)

SFX A EEM Hew 3aTH # kazaTu kaxew (Tu)

SFX A EEM e EERY # kazaTtu kaxe (Bin)

SFX A EEM HEMO zaTH # kazaTu Kaxemo (Mi)

SFX A EER weTe 3aTH # kazaTu kKaxeTe (Bu)

SFX A zatm MY Th 3aTH # kasaTm kKamyTb (Bouu)

# MH -zatmn

# HO -zaTn

# papianTu zakiddedb: -xm (o.d. z8'Axm), -x (pizaTw, =zapizatwm - pix), i 8 rp. /I -zai (eupizaTw - Bupizai)
SFX A satm * izsaTu # pisatw pix (Tu)

SFX A zatm * MasaTu # mMazatm mMax (Tu)

SFX A EEM HM KazaTtu # kazatm  kKamm (Tu)

SFX A EEM KM [enalzaTk # nuzath  nuxm (Tu)

Figure 15: An example of the rules of morphological analysis of Ukrainian verbs

Table 5
Basic MA rules for marking nouns when marking a part of speech

Class flag N Features of MA-rules

| a 248  For the singular:
e 1 declension: feminine, masculine and neuter nouns.
e 2 declensions: masculine in -ap, -up, stressed (mixed group in -ap, -up).




Class flag N Features of MA-rules
e 2 declensions: masculine nouns with alternating -i and -o.
e numerals -ame, -cam, -cmo.
b 384 For the plural:
e 1 declension: feminine, masculine and neuter nouns.
e 2 declensions: masculine in -ap, -up, stressed (mixed group in -ap, -up).
e 2 declensions: masculine nouns with alternating -i and -o.
e  plural nouns ending in na -u.
c 54 2 declension, in gen. singular case with the ending -a/-s, namely the meaning:
e  beings and persons: cmydeHma, mops, /Trobomupa;
° items that can be counted: 3owuma, Hoxa, onieus;
° own settlements: Yx#cezopoda, TepHonons;
e  water bodies with a pronounced inflexion: JHrinpa;
e  measurements: kgadpama, minimempa (but 8iky, poky);
° definitions: giomiHka;
e architecture: napHuka, kopudopa, 2apaxa.
d 44 e  vocative case;
e first declension (for endings [aA]);
e 2 declensions (ending [pH20686K] with alternation o-i and dropping e, o).
o 53  For the plural:
e 1 declension: female/male/neuter genus with alternation of o/i and the appearance of
o(e) in the genus;
e 2 declensions: neuter in -o with alternating o/i in gen. plural.
Il e 19  For the singular:
e asolid group of nouns ending in-o;
e asolid group of nouns with a zero ending;
e asolid group of nouns with zero ending in sibilant;
e mixed group with zero ending in sibilants;
e  asoft group ending in -4, -ili or -b.
Il f 25  For the plural:
e asolid group of nouns with a zero ending;
e asolid group of nouns with zero ending in sibilant;
e mixed group with zero ending in sibilants;
e asolid group of nouns ending in -o;
e  asoft group ending in -d, -ili or -b;
e agroup of nouns ending in -mms, -mmis, incl. From group /i;
e  coincides with the gen. singular case;
e nouns ending in -ok and dropping o are transferred to group a.
Il g 3 genitive case of the second declension in -a.
Il h 5 e second declension (required for endings in consonants except MKYLLILL]);
e nouns of the second declension of the masculine gender with a zero ending;
e coincides with the dative.
1} i 47  For the singular:
e nouns of the third declension of the feminine gender with a zero ending;
e endingin a sibilant, except -b;
e nouns of the second declension of the neuter ending in -0, -a or -s;
e  soft group in-e, except for sibilants;
e  mixed group on sibilant before -¢;
e from adjectival nouns.
11} j 66  Forthe plural:

e nouns of the third declension of the feminine gender with a zero ending;
e endingin a sibilant, except -b;

e nouns of the second declension of the neuter ending in -o, -a or -5;

e asoft group on -e, except for sibilants or a mixed group;




Class flag N Features of MA-rules
e  mixed group on sibilant before -e.
11} k 8 e  vocative;
e nouns of the third declension of the feminine gender with a zero ending;
e feminine singular of adjectival nouns.
v / 40  For the singular:
° nouns of the third declension with alternation;
e nouns of the fourth declension of the middle gender ending in -a or -5;
e 2 masculine declensions in -o[d8]eys with dropout of e and alternation of o-i;
e  mixed group 2 declensions in -ap;
e 2 masculine declensions in -ap/-up, stressed (mixed group in - ap/-up).
v m 66  Forthe plural:
° nouns of the third declension with alternation;
e nouns of the fourth declension of the middle gender ending in -a/-5;
e 2 masculine declensions in -o[d8]eys with dropout of e and alternation of o-i;
e mixed group 2 declensions in -ap;
e 2 masculine declensions in -ap/-up, stressed (mixed group in -ap/-up).
v n 9 e  with alternation i e or with alternation i o;
e endingin a sibilant, except -b;
e nouns of the third declension of the feminine gender with a zero ending;
e  mixed group of 2 declensions in -ap soft group in -ap/-up.
v q 2 e  mixed group 2 declensions in -ap;
e soft group in -ap/-up (accented endings in declension).
Vv p 222 n masculine/feminine singular and plural patronymics from male names.

[tis quite difficult to generate terminal chains in English (but MA rules are much less, not
in Ukrainian), because the presence of articles and the connection of groups of nouns with
each other with the corresponding preposition makes the tree longer and wider. The
generation of terminal chains in the Ukrainian language is complicated by cases and generic
differences in inflexions of the term used in the context. To identify keywords, it is not
enough to recognize nouns (about 1300 RE-rules), it is also necessary to identify adjectives
- a total of 99 RE-rules for Ukrainian texts (Table 4.6-Table 4.7). For correct SYA and SEM,
including ontology construction, it is necessary to recognize verbs based on more than 800

RE rules.

Table 6
Basic MA rules for marking adjectives as parts of speech

flag N Peculiarities of MA rules for recognizing adjectives

V. 83 e singular endingin -ul;
e the short form singular changes to -eH in the same way as the full form (aceH - acHui...);
e endingin -auyud;
e endingin -ili/-iti;
e  plurals ending in -ili/-iii;
e possessives from nouns of the 1st declension - names of people in -un;
e possessives from nouns of the 2nd declension in -ie (solid group);
e possessives from nouns of the 2nd declension in-is.

U 13 e softgroup of possessives ending in-ie -> -es;
e  plurals ending in -is.

w 3 the formation of an adverb from an adjective, the neuter gender of the comparative form of

adjectives corresponds to the corresponding adverb in the comparative form (miyHiwui - miyHiwe).




Table 7
Basic SFX-type RE of Ukrainian adjectives based on goroh.pp.ua

N  Flag Genus F1 F2 RE Numeric Sign Example 1 Example 2 Case N
1 Vv Cl ui oro [Au]uit ofH in-ui TEKCTOBUM TEKCTOBOTrO P.3. 1
2 omy TEKCTOBOMY A.M. 2
3 um uin TEKCTOBUM O.Mu:4. 3
4 im TEeKCTOBIM M. 4
5 K a [Aulwin TeKcToBa H. 5
6 oi TEeKCToBOI P. 6
7 in un TEKCTOBIN A. 7
8 y [Au]uit TeKcToBy 3. 8
9 o TEeKCTOBOO 0. 9
10 c e un TeKcTose H. 10
11 - i MH TEeKCTOoBI 11
12 nx TEKCTOBUX P. 12
13 Nz TEKCTOBUMU . 13
14 El bOro [Aylumin ofH in -nuuni 6inonnumit 6inonunuboro P.3. 14
15 bOMy 6inonnubomy AO.M. 15
16 * a 6inonnua H. 16
17 bOi 6inonunuboi P. 17
18 [ 6inonunuto 3. 18
19 bOlO 6inonunuboto 0. 19
20 Cl oro yumin Kyuui KyL,oro P.3. 20
21 omy KyLomy a.m. 21
22 X a Kyua H. 22
23 oi KyLoi P. 23
24 y Ryuy 3. 24
25 oK KyL,0t0 0. 25
26 Y in bOro in in -in/-in KpanHin KpaiHboro P. 26
27 bOMY KpaliHbomy A. 27
28 im KpanHim O.MH.:A. 28
29 * a KpaiHa H. 29
30 bOi KparHbOI P. 30
31 10 KpaWiHio A. 31
32 bOlO KpaiHboto 0. 32
33 C € KpaWHe H. 33
34 - n - [ii]i MH KpaWHi H. 34
35 X KpaWHix P. 35
36 MK KpaiHimn 0. 36
37 Cl 12 noro 14 oaH 6e3Kpaiit 6e3Kpalioro P.3. 37
38 iomy 6e3kpaiomy A. 38
39 m 6e3kpaim O.M.MH.:[. 39
40 X A 6e3kpas H. 40
41 ol 6eskpaiioi P. 41
42 10 6eskpato 3. 42
43 oo 6e3Kpalioro 0. 43
44 c € 6e3kpae H. 44
45 [l - oro [in]H possessives from MaMuH MaMMHOro P. 45
46 omy nouns of the 1st MamnHOMy a. 46
a7 m declension - MaMUHUM 0. Mu:4. a7
48 i” names of people MAMAHIM M. 48
49 K a on -u MamuHa H. 49
50 oi MaMUHOT P. 50
51 in MaMUHIN a.M. 51
52 Y MamuHy 3. 52
53 oo MaMUHOO 0. 53
54 c e MamuHe H. 54
55 i MH MaMMHi H. 55
56 nx MaMUHUX P. 56
57 “Mmu MaMUHUMKU 0. 57
58 Y iB 0BOro iB OaH possessives from TaTis TaToBOroO P. 58
59 oBomy nouns of the 2nd TaToBOMY A. 59




N  Flag Genus F1 F2 RE Numeric Sign Example 1 Example 2 Case N

60 oBUM declension in -is, TaTOBMM 0. Mu:A. 60
61 0BiM solid group TaToBiM M. 61
62 K oBa TatoBa H. 62
63 oBoi TaToBOI P. 63
64 oBin TaTosin O.M. 64
65 osy TaToBy 3. 65
66 0BOIO TaToBOW 0. 66
67 c oBe TaToBE H. 67
68 - oBi MH TaToBi H. 68
69 0BUX TaTOBUX P. 69
70 0BMMM TaToOBUMM 0. 70
71 Ll iB €BOTrO iB OfOH possessives from Bepemiis Bepemiesoro P. 71
72 eBOMY nouns of the 2nd Bepemiesomy n. 72
73 €BUM declension in -is, BepemieBum 0. Mu:4. 73
74 €BiM hard group Bepemiesim M. 74
75 K €Ba BepemieBa H. 75
76 esoi Bepemiesoi P. 76
77 €eBil Bepemiesiit a.m. 77
78 €By BepemieBy 3. 78
79 €BOIO Bepemiesoto 0. 79
80 [ ese Bepemiese H. 80
81 - €Bi MH Bepemiesi H. 81
82 €BUX BepemieBux P. 82
83 €BUMMN BepemieBummn 0. 83
1 U Y iB eBoro iB OfaH soft group of BUMTENIB BYMTENIEBOTO P. 84
2 eBomy possessives on - BUMTE/NIEBOMY A. 85
3 eBrM is, -e8 BUMTENEBNM 0. Mu:4. 86
4 eBim BUMTENEBIM M. 87
5 K eBa BuMTENEBA H. 88
6 eBoi BYUTENEBOI P. 89
7 eBiit BYMTENEBIN a.mM. 90
8 eBy BUMUTENEBY 3. 91
9 eBolo BYMUTENEBOIO 0. 92
10 c ese BuuTENEBE H. 93
11 - eBi MH BUYMTENEBI H. 94
12 eBUX BUMTENIEBUX P. 95
13 eBMmu BUNTENEBUMM 0. 96
1 w nin o [Aswuwiw]unin - adverb HagicnaHui HagicnaHo - 97
2 in bO in CUHIN CUHBO 98
3 i no i 6e3Kkpaiit 6e3Kkpaiio 99

CLS marks the words of the input text as parts of speech (clarifies after GA the
tagged/marked lexemes as words) based on RE-rules and analysis of inflexions as singular
nouns of the corresponding gender and case, plural nouns of the corresponding case,
adjectives, adverbs, verbs, personal pronouns, etc. (each with a collection of features).

The MA module returns a collection of paragraph lists, each of which is a list of sentences,
which are lists of tokens, including words marked by parts of speech. Periodic interim
analysis of the input/integrated textual content allows to assess how the thematic corpus
changes over time. In the process of analysis, we will count the number of paragraphs,
sentences and words, and also save each unique lexeme in an additional intermediate
dictionary. If the lexeme/word did not exist in the dictionary of lexemes/word bases, we
mark it as new and store it in the intermediate dictionary for analysis by the moderator. We
count the number of content and categories in the corpus of incoming text content and form
a dictionary with a statistical summary of the corpus, which contains: the total number of
integrated content and categories; the total number of paragraphs, sentences and words;
the number of unique tokens; lexical diversity as the ratio of the number of unique lexemes



to their total number; the average number of paragraphs in the content; average number of
sentences per paragraph; total processing time.

Since the corpus grows as new data is collected, pre-processed and compressed, the MA
method will allow us to calculate these features and analyze their dynamics of change. It is
an important content monitoring tool to identify possible problems in CLS, for example, in
an ML model, a significant change in lexical diversity and the number of paragraphs per
content affects the quality of the model. That is, the MA method and GA methods, in addition
to the identification of tokens and direct marking of words by parts of speech, are used to
collect additional information when determining the amount of changes in the corpus to
timely start further vectorization and restructuring of the ML model. The main stage of the
MA method is the identification of the bases of words (stemming) without taking into
account inflexions (suffixes and endings) and in some cases - prefixes. According to the
content of the inflexions, a part of the language is identified as a word (Fig. 16).

var SADJECTIVE =//IIpukMeTHHUK
'/(mMu|iti|uii|a|e|oBaloBeliB|e|iii|e€|ee st |iM|eM|uMm|iM|ux|ix |oto|iiMu|iMu|y |0 |oro|oMYy [01)$/';
// JlienpUKMeTHHUK

var SPARTICIPLE = "/(uii|orolomy|um|im|a|iti|y|oro|ifili|jux [fimulux)$/;

//J1iecioBO

var SVERB = "/(cb|csi|luB|aTh|saTh|y [fo|aB |anu|yun|suu|Biu|mu|e|me|aTustule)$/";

var SNOUN =//TmenHuUK

'/(a|eB|oB|e|simu|amu |eu [u|eit|oii|uii || usim|siv|ueM|eM|am|om o]y |ax |usiX |s1X | bI|b| 1O [BIO|1O|
usi|bssli|oBi|ilero|ero|oro|e|eBi|eM|em|iB[iB|\'F0)S/";

Figure 16: An example of identification of forms of inflexion according to part of speech

For the next SYA, this is not enough (to mark the word only as a part of speech), it is still
necessary to determine, for example, gender/distinctiveness, etc., for a noun/adjective. The
classic Porter stemmer algorithm works by sequentially cutting off endings and suffixes. For
English-language texts, this is not a problem, as there are very few inflexions. For Ukrainian
words, a modified (extended) algorithm of Porter's stemmer should be applied with a check
of both additional inflexions depending on the part of the language (according to the tree of
endings), as well as the obtained word bases with a dictionary of bases to identify the
existing word (Fig. 17).

Algorithm 4.1. Modified Porter stemmer algorithm
Stage 1. Identify the next token as the word w; (wg = w;).

Stage 2. Check with the dictionary of stop words whether D, or w; is a service word. If yes, then
i =i+ 1and go to step 1, otherwise go to step 3.

Stage 3. Go to the end of the word w;. Recognize the inflection f; in w, from all possible ones (Fig.
4.16 - the longest one is chosen, for example, in wy=mekcmosa we choose the ending f;=0sa, not
fi=a) from the RE word type as Ragjectival» Rnoun O Ryerp and in the presence of the removal of
the inflexion f;' (Fig. 18).

Stage 4. Preservation of inflection f;' in the word tag w;.

wi

Wi wi .
Stage 5. Mark w;. as type Mg jectivarr Mnoun OF Myerp respectively.



Stage 6. Finding the deleted inflection £} in the tree of inflexions Triection (the longest one is chosen).

Checking the contents of the subtree T/, ,;,,, with the existing word ending f; (f = f; + fi). Ifws.

ends in f; and has a counterpart in )1 then we store it in f; = f and delete in wy.

flection’
Stage 7. We check the obtained base w; of the initial word w; with the content of the base dictionary

D, of Ukrainian words. If there is no respondent, we save < w;, wy > in the additional temporary
intermediate dictionary Dy, .~ for the moderator and proceed to stage 1, otherwise proceed to
stage 4.

Stage 8. Analysis of inflexion and the presence/absence of alternation of letters in the
base/inflexions of the words < w;, w; > and the analogue of the base of the word in D,,_ according
to the relevant MA RE-rule to identify additional features of the analyzed word w;.

Stage 9. Addition of identified linguistic features of the recognized part of speech to the tag of the

myt or m:f;"rb respectively. Saving the results in the corresponding

word w; of type m. noun

ad}ectwal'

dictionary Dy, of the analyzed text.

.—V Yes} =i+l )L[marking the word as}

X unknown
tag retention with 4
features, stem, and saving words to the
inflection cache dictionary for
L moderation

7Yes—+[ word marking

Lves‘

presence of a base

end of text
word |dent|f|cat|on i

stop- word B seving of inflection
inflection recogmtlon) and signs in the tag

v
‘—Yes— search for inflection in
the ending tree
vy

search for word
base in dictionary

No noun inflection
R Yes Yes—‘fNo saving in stem/
—— inflection tag
No adjectiveinflection the presence of inflection A
) ‘7\(857 search for max inflection } [ inflection cutting}
No———— 3 prefix in subtree off from word

verb inflection

Saving a word in the} NO*‘Yes

suffix+inflection
combination as
new inflection

stop-word dictionary presence of a prefix

Figure 17: Modified stemming algorithm

The increase in volume of MA RE-rules increases in a geometric progression the load on
CLS only due to the recognition of inflexions and the bases of word forms. For English-
language texts, the complexity is less due to several parameters, for example, for nouns 2
cases - 2 inflexions in the plural (s|es). For the German language, the complexity increases
- 4 cases (but inflexions almost do not change, only articles change), phrases with > 2 words
are written together, etc. In the Ukrainian language, there are 7 cases of nouns, each of
which changes its inflexion depending on the gender and plural/singular, and some words
have different endings in some cases (for example, for empyuanHus [vtruchannya]
(intervention) in the local case, there are two options - empyuaHHl, empy4aHHi), in
addition, there is often alternation of letters.



var SVOWELS = ‘/(alelililolylu|e|w|a)/’ # yxpalHcbki TonocHi niTepwn

var RV # 4gacTmHa cnoea Oicna nepmol VOWELS. RV=0, sarmo VOWELS=0 B W; BiOcyTHIi.
# Bci neperipxm f nposopaTbca Ham RV. JliTepu nepen RV He GepyTh yd¥acTs BIarani.
# Tax, npu nepesipui PARTICIPLE HacTynHi a/A Tako® NOBMHHI SyTH BCepenmHi RV.
var R1 # uwacTmuHa w;nicma 1-7o panxa VOWELS+NOVOWELS.

var R2 #§ vactmHa R1 nicna 1-7o pAnka VOWELS+NOVOWELS.

# Hanpumnan, W;,=iHbopmanifinmii: RV = mHfopmanifnmit, Rl = dopmauidumi, R2 = MaliiiHmii.
Class 1. ADVERB # pmienpucnisHmx

Group 1: “/[al|a]l?(s|pmm|emica) /"

Group 2: “/(uB|MBm4|nBmica) /S’

Class 2. ADJECTIVE # IpMKMEeTHHMK
“flalel|llw v iver| 10|t | iM] iM || soro | oro | boMy | oMy | i% | Mx | yolow| adglaal ool en) /7

Class 3. PARTICIPLE # IienpMKMEeTHMK
Group 1: ‘/lalal?(sumlwsalysalygloa|ma) /"
Group 2: ‘/(uH|H|AuM|aum|osa|oBylem) /"

Class 4. REFLEXIVE = ‘/(calcw)/’ # pedtmerwcusHa dnewcis

Class 5. VERB # miecmoso
Group 1l: ‘/[alal?(nalelere|iiTe || oo || B|eM| eMo | HMit | 0 | Th | HO | OTE |H1 | TE |em) /7
Group 2: ‘/{wunal|enalexa|ire|urelere |wi|yit| i ai|anc | us |mm|ymo | eHwii | mino | 1o |
eHo |0Tb |ars | el |Ars | iTe |MTE |Mm | yo |w) /7 #

Class 6. NOUN = ‘/(ales|oslilralelamm|iavm|avm|ei|en| v | am|ii|m| ow| 10t] o | mit|
v | i am| oMo |y ax|ax|ye|w|ia|a) /" # iMeHnHMx

class 7. SUPERLATIVE = “/(m|im)/’ # cryniub nopiBHAHHA — HalOoBOAN, MIT1mA#
Class 8. DERIVATIONAL = ‘/[icrel?/’ # cioBorBOpuYa ¢dnexcia — municTe, wWenplcTs
Class 9. ADJECTIVAL # (ADJECTIVE|PARTICIPLE+ADJECTIVE): nagamda = namatmouta.

Figure 18: Classes of linguistic features of inflexions of morphological analysis

Therefore, for Ukrainian words, Porter's simple classic stemming algorithm is not
suitable (reducing the word to the base root by cutting off inflexions). It is better to combine
such an algorithm with a search/check of the obtained intermediate results with a tree of
inflexions (so as not to go through all possible inflexions) and with the content of thematic
dictionaries of bases with a set of RE-rules for the identification of features (classification
by parts of speech). Only for text rubrication based on word identification, it is enough to
conduct MA only for some noun groups (adjectives with nouns and nouns with nouns)
without analyzing words of other parts of speech (recognition by the tree of inflexions - not
an adjective and not a noun - ignore, in addition, the key ones should be sometimes there
can be 1 preposition next to and only between nouns. It is enough to identify the bases of
nouns/adjectives/abbreviations in the text and analyze their probability of clustering in
different parts of the content relative to the total volume.

The classic stemming algorithm - Porter's Stemmer - does not use dictionaries of word
bases but only applies a set of RE-rules for cutting off inflexions in sequence according to
the specifics of a specific language. The algorithm works with individual words without
analyzing and taking into account the context. Linguistic features such as features of word
formation (prefix, suffix, etc.) and parts of speech (noun, verb, etc.) are not taken into
account. The basis is the following techniques for words:

e cutting off the inflexion from the analyzed word (for Ukrainian words, it can be
implemented with the obtained bases and inflexions check with analogues in DB).

e the word has an invariable inflexion (the condition is impossible for most Ukrainian
words, but it is possible to identify particles, conjunctions, prepositions, some nouns
of foreign origin, abbreviations, etc.).



e changes inflexion in declension due to dropping/alternating letters.
e the change of word inflexion and word formation corresponds to a specific RE-rule,
for example, when forming words from some verb groups:

(oB)*yBa(Tu|HHIO|HHAM|HHI|HHS |11 |10 |/1a| BIIKCh | BLIM | B|BCSA|BCh | THICS | IMCB | THCS | THCB)
[(ov)*uva(ty|nnyu|nnyam|nni|nnya|ly|lo|la|vshys'|vshy|v|vsya|vs'|lysya|lys'|tysya]|tys")].

e changing the inflexion of the word as an exception to the RE rules.

e the ending of the word coincides with the envelope RE-rule of identification of
inflexion, but the word itself has no inflexion: eimep [viter] (wind), but gidep [vider]
(bucket).

e most short words are invariable (stop word dictionary is sufficient).

Such techniques significantly complicate the stemming algorithm of Ukrainian words.
Therefore, first, widespread inflections are analyzed, for example, for 1 letter 1 (34), uy
(110),¢(214),6(281), 1 (341),x (353),3(581),r (636), 1(754),c (914),4(959), 1 (1038),
H (2531),p (2709) or 1-4 letters (Table 2.2). Inflexions > 5 (for example, max(iiTecs)=6837,
max(BaHHAM)=4656) are significantly less among keywords, therefore, for the
speed/efficiency of the solution in some CLS NLP tasks, they are ignored, but for SYA/ SEM
will not allow this. Many NLP tasks do not require full implementation of all NLP processes
from grapheme to pragmatic analyses. For example, to identify keywords, it is enough to
provide a grapheme and morphological analysis (algorithm 4.2). But before almost any NLP
process, the text must be normalized.

Algorithm 4.2. Abbreviated naive processing of textual content

Stage 1. Rough tokenization (or grapheme analysis) of special characters of the input text.

Step 1.1. Reading the text and removing repeated consecutive spaces and tags if they are present (if
the text is integrated from a Web resource), sequentially marking the service characters of the
beginning/end of the paragraph/heading/text, etc.

Step 1.2. Grapheme parsing and segmentation between service characters or tags of the input text X,
sequentially marking each sequence of non-alphabetic characters as tokens and recognizing
alphabetic sequences between spaces and other special characters (eg numbers and
punctuation) according to RE rules as token words to form a list S of identified alphabetic
tokens as words w;.

Step 1.3. Sort the list S—5, identified tokens w; alphabetically, counting occurrences of identical
chains and forming an alphabetic-frequency dictionary D, the record of which is in the form
of the number of occurrences — a word.

Step 1.4. Transferring all letters of the upper register to the lower register and recalculating
occurrences of word-tokens in the alphabetic-frequency dictionary D, —D,,.

Step 1.5. Sort and save the dictionary D, —Dy of identified w; words by decreasing the frequency of
appearance (in Germanic languages, the top will be articles, pronouns, adjectives and
conjunctions, and in Slavic languages, most words with the same base and different inflexions
will occupy different lines of the list, which significantly distorts the picture of the real
distribution of words in texts).

Stage 2. Segmentation/tokenization of words of the analyzed text content.

Step 2.1. Word segmentation based on dictionaries, metrics such as the probability of an error in a
word, and statistical sequence models pre-trained from segmented text corpora (between
spaces, punctuation, etc.).



Step 2.2. Tokenization based on RE-rules of marked tokens of the sequence type of non-alphabetic
characters as tokens (dates, prices, URLs, hashtags, e-mail addresses, etc.), punctuation (as the
end of a sentence or the boundary of a subordinate clause), mixed tokens of alphabetic-non-
alphabetic characters (abbreviations, complex hyphenated words, with an apostrophe, etc.),
lines with uppercase characters (such as the beginning of a sentence, geographical names,
proper names, abbreviations) and their normalization if necessary (for example, k. m.H. — kmH
(PhD) as a separate word- token or ML sk mawuHHe HasyaHHs [mashynne navchannya]
(machine learning)).

Step 2.3. Analysis of tokens with uppercase characters (except when only the first letters are
capitalized) for labelling based on the RE-rules of finite automata or as an abbreviation or
emotion transfer.

Step 2.4. Marking of unidentified D, tokens and ambiguities (e.g. apostrophe as part of a word, etc.).

Stage 3. Lemmatization of a set of recognized and labelled alphabetic tokens of the text as lemmas,
identified as words of the analyzed text.

Step 3.1. Normalization of tokens based on the identification of affixes from the termination tree as
stenocardia of marked token-words (reducing the word to its initial form based on RE-rules
MA for identification roots and affixes through Algorithm 1 of Porter's modified stemmer), i.e.
determination of whether the analyzed tokens have the same root and differ only in inflexion
with sequential identification of the part of the language of the analyzed words with
subsequent marking of them as lemmas with all accompanying linguistic features.

Step 3.2. Regrouping and recalculation of word frequencies in the alphabetic-frequency dictionary
Dy—D, taking into account the normalized words in step 3.1.

Stage 4. Additional analysis of unidentified tokens D,#{ by iteratively combining frequent
character/string pairs within token words (for example, whether tokens between spaces or
other punctuation marks koHmenm-axasiz [Kkontent-analiz] (content-analysis), Web-caiim
[Web-sayt] (Web-site), konmenm-monimopune [kontent-monitorynh] (content-monitoring)
or Web-resource [Web-resource] (Web-resource) are one word, or two) through bit-pair
encoding, or BPE based on text compression for further possible identification of words, their
labelling and normalization.

Step 4.1. Formation of a set of symbols equal to the collection of properties with D, #J. K We present
each word as a sequence of characters plus a special character at the end of the word or a
special character, such as a dash, within a token (for example, konmenm-, Web-, konmenm- or
Web-). We denote i = 0.

Step 4.2. Calculation of the number n,; of each pair of characters/lines V (s, s;) as occurrences of
word stems in the input text when V{si €D, sjeD,} or V{si €D, s;* €D}, which are next to
each other and separated by a special character dash (compound words), period (date),
comma (real number) and/or space, or their combination, but not punctuation marks,
numbers and other special characters.

Step 4.3. Formation of the alphabetic-frequency dictionary D', based on V (s, si‘). Determination of
the number of occurrences of unique lexemes in D', — h = |D',|.

Step 4.4. Finding n; = max of the most frequent pair a; = (si,s") in D'y, where 3(si, sj")eD’y,
Hsi €Dy, si €D} a6o IHsg €Dy, sj e D, }.

Step 4.5. Replacing a; with a new combination/merge character/string b; = sj s;".

Step 4.6. Extracting from D', the value sj si* and from D, the values sj or s; respectively.

Step 4.7. Calculation of the number of occurrences in the input text b;, occurrences of si and s/ at
3si; €D, and/or 3sj e D, respectively, when they are used separately (not next to each other).



Step 4.8. Inclusion in D; of the value of b;, and its frequency of occurrence. Overwriting frequency
values in D, for si and s/ at si €D, and/or s;* €D, respectively.

Step 4.9. We denote i = i + 1.1fh > 0, D,#& for Vn; > 1 and in D', is at least 1 marked b;, then go to
step 4.4, otherwise (h = 0 and D, = @ or D,#J at Vn; = 1 or Vsi no non-unique pair Vs;* for
formation a; = (sj, si*)) - until step 5.

Stage 5. Segmentation of sentences in the analysed content.

4.3. Method of lexical analysis of the Ukrainian language

The process of lexical analysis of the Ukrainian-language text C’, consists in parsing,
segmentation and tokenization of each sentence separately, which is characterized not by a
strict order of words, but at the same time by a constant arrangement of individual linguistic
units. In a complete simple Ukrainian sentence with direct word order, the structural
scheme is conditionally fixed. The main lexical categories of the corresponding sentence are
noun and verb groups. Type 0 grammar according to N. Chomsky's classification is not
appropriate for such sentences due to the complexity of implementation. With context-
dependent grammar, specific restrictions are applied, in particular, to the structure of a
Ukrainian-language sentence with some set of variations. Based on the syntactic rules of
generating Ukrainian-language sentences with partial word order (for example, there is no
strict order for the subject and predicate in the sentence, but the adjective is usually before
the noun or another adjective, if it is not a poetic passage, also the lexical units of the noun
group are placed around the subject, etc.), we derive the lexical scheme for the noun group
S based on regular expressions:

§ = ([AN{0,n}[S1{1, m}|[P]), (7)

where A = a a,as ...ay_1ay is a sequence of adjectives, and the entry [A]{0,n} is a
selection from 0 to n adjectives from a,a,as ...ay_1ay, at n<N; § = 515,53 ... Sp—1Sy IS a
sequence of nouns, and the entry [S]{1,m} is a selection from 1 to m nouns from
515283 .. Syy—1Sy, at m<M; P = pyp,p3 ... Px—1Px 1S a sequence of pronouns, and the entry
[P] is the choice of 1 pronoun from p;p,ps ... Pxk_1Pk; record (x|y) is a choice of either x, or
y; the values of a; and s; agree in gender, number and case. Accordingly, for the verb group,
the lexical scheme based on RE-expressions:

V = ([VI{1,m}[S'H{0,m}|[S"I{0, m}[V]{L,n}), (8)
where V = v,v,v; ... vy_1Vy is a sequence of verbs, and the entry [V]{1,n} is a choice from
1 to n verbs from vy, Vs ... vy_1Vy, at n<N; §' = §,5,8; ...Sy_1Sy is a sequence of noun
groups, and the entry [S']{0, m} is a choice from 0 to m noun groups from S, 5,55 ... $yy_1Su,
at m<M; entry (x|y) is choice of either x, or y; agreement between v; and S‘j is carried out
by person, gender and number. The lexical scheme of a Ukrainian sentence based on RE-
expressions:

_ R=(SHOBIVI0,LIVI0,1ISHOLY, o
where V' =V, V,V; ...Vy_,Vy is a sequence of verb groups, and the entry [V']{0,1} is a
selection from 0 to 1 verb groups with V,V,V; ... Vy_; Vy with the presence of a predicate;



S' = §,5,5; ...5_18y is a sequence of noun groups, and the entry [5']{0,1} is a selection
from 0 to 1 noun groups from S, 5,55 ... S),_1 Sy with the presence of a subject; record (x|y)
is a choice of x or y; agreement between V; and Sj is carried out by person, gender and
number.

The main lexical features of the verb group are tense, number, person. For comparison,
the lexical scheme of the noun group based on the RE-expression for an English-language
sentence:

S = (article[A]{0,n}[S]/of[A]{0,n}[S]/{0, m}|[P]). (10)

The lexical scheme of the English verb group based on the RE-expression:

V = [V][S']{0,m}. (11)
Lexical scheme for an English-language sentence based on the RE-expression:

R = [S[V']. (12)
The agreement of cases between the lexical units of the Ukrainian-language sentence
affects the further syntactic and semantic analysis of the content:

1. R > RYx;, (13)
2. %Yy = Yjx,, L ij=123,
3. RY; - xR,
4. R—>q. J
where x;, x;, q are the main lexical units; R, ¥; are auxiliary lexical units; R is the initial
symbol as an indicator of the type of sentence chain generation.

ror

Stages of lexical formation of a chain of tokens x,x; x; x3qx, %, x; x5!

1R 6. (2)RY, Yy x,x, Yy %, Vs x5
2. (1) RY,x, 7.-11. oo, (2; 5 times)
3. (1) RY;x, Ysx5 12. (3) x,RY, Y, YaXy Xy X1 X5
4. (1) RY;x, Yy, Vs x5 13.- 15, coeen (3; 3 times)
5. (1) RY,x, Y x, Yy, Y x5 16. (4) X1 X1 X3 X X1 X1 X
a b c d
An example of lexical generation of the type {xqx'}: Cama, Codist, Kats, Jlauuo, ... -
a’ b’ c d

CIIOPTCMEH, CNiBavKa, XyZ0XKHUIIS, MOET, ... respectively, wherex (abcd...) is a sequence of
proper names, x' (a'b’c’d’...) is a sequence of professions agreed with proper names; q is
a dash. Any verb has the ability to act as a complement: moss dumuna enodobasaa
KHuzouumaHHs [moya dytyna vpodobala knyhochytannya] (My child liked reading books).
This process can theoretically be repeated an unlimited number of times: gin
KHU20YUMAaHHAYikagodymae npo KHU20MUMAHHAYIKagicmb [vin
knyhochytannyatsikavodumaye pro knyhochytannyatsikavist'] (it is interesting to read
books, thinks about reading books, interesting), i.e.
a b ¢ a b ¢
BiH KHU20 YumaHHs yikagicme — dymae npo — KHU20 YUMAHHs Yyikagicmo.

A language consisting of strings of the form abcd...d'c’b’a’ (composed of symbols a;,

a,, as, aj, a,, as) is generated by a grammar of 6 rules:




’

I - a;a
Such grammar do not provide, for example, a natural description for the so-called non-

[ G

project constructions with breaks, crossing ( -+-- , - -+ - ) or framing ( -7:°

I- aila;}i _ 123 (14)

253 ) directions of syntactic dependence (Fig. 19).

. 1| Il

Ukrainian Hawa moBa, sik i 6yab-sika iHWwa, nocigae yHikanbHe micue.

3

English. A theorem is stated which describes the properties of this function.

German. - die Tatsache, daB die Menschen die Fahigkeit besitzen, Verhéltnisse der objektiven Realitéat in Aussagen wiederzuspiegeln.

! 3

Francian. - l&guerre, dont la France portait encore les blessures...

—

Hungarian. Azt hisszem, hogy késedelmemmel sikertlt bebizonyitani.

Ik

Serbo-Croatian. Regulacija procesa jedan je od najstarjih oblika regulacije.

Figure 19: Examples of natural description for so-called non-design constructions

To describe such constructions of sentences are used:

I v v

1. nght Subordination: HasBa Kypcy, nucTt bymaru, une regle stricte, give him,

v v

2_ Left Submission: OCHOBHUI KypcC, 6enbi nucT, cette regle, good advice.
3. Sequential subordination (Fig. 20):

R v Ly [y

[OCUTb NOBINBHO PyXNMBa Yepenaxa or Od4eHb ObIcTpO BeryLimii oneHb.

[y [y ] y [y v [yl

BUTAr 3 NPOTOKOIY 3BITYBaHHSA 3 HAyKOBOI AiANbHOCTI 3aCTyMHMKa 3aBigyBaya kadenpun

\

ICM iHctuTyTy IKHI HauionansHoro yHiBepcuTeTy "IlbBiBCbKa nonitTexHika"

Rl oy

micTa JTbBOBa kpaiHu YkpaiHa

oyl oy Ly v v

XXeHa CblHa 3amecTuTens npeaceaarens BTOPON CEKLMM SKMNEKTMKM coBeTa no

or I'IpVIKJ'IaD,HOI?I MWUCTUKE Npu npesnanyme Akagemuu HayK KOpoJieBCTBa MypaK

Figure 20: Examples of natural description of sequential subordination



Only with the correct identification and recognition of non-project constructions can a
grammatical and syntactic analysis of Ukrainian sentences be carried out to build
dependency trees of the components of these sentences.

4.4. The method of syntactic analysis of the Ukrainian language

The syntax is a set of relational rules for the formation of sentences/phrases, usually defined
by the grammar. Sentences are linguistic units of language for generating meaning and
encoding information. The purpose of SYA is to demonstrate meaningful relationships
between words based on the division of a sentence into parts, or between tokens in a tree-
like structure C’;. Syntax is a necessary basis for reasoning about a system of concepts or
semantics because it is an important tool for determining the degree to which words
influence each other in the generation of phrases. For example, SYA identifies the
prepositional phrase 8 nomse [v potyah] (on the train) and the noun phrase yemodaH e
nomsez [chemodan v potyah] (the suitcase on the train) as constituents of the verb phrase
3aHic yemodaH 6 nomsiz [zanis chemodan v potyah] (carried the suitcase on the train). For
any derivable terminal chain (Fig. 21-22), the available such derivation in each sentence
occupies <k last positions from the right. It is necessary to fulfil a set of requirements that

lead to the sequential derivation of the type AVY ornested 7 Y
Example 1.P= {Sx,y,z - Sx,y,zgx’,y"p' gx,y,z - AX,y,ZSX,y,Z’ S:x,y,z - Sx,y,z:
Ax,y,z — {dyaice, docums, mouHo, npocmo, cymmeeo, ... }Ay , ,, Ax,y,z - Ayyo
Syeyz = cucmemay, ,, .., Ay, , = iHPopmayiiinuly, ,, npocmudy, ,, . .,
Suy,z = 3anum,, ,, KOPUCMYE8A4,, ,, PECYPCy, ;, BI3HECy, ,, ... }

svzar),a

A W,(){),HS'!,{)G,H

documo Ay oo wSyoon

Qdocums npocmuil Ay oo 4 Sy oo

docums npocmuil inghopmaiinuil S, o5 4SSy o p

docums npocmuil iHghopmayitinui Sq'm,,,.i,_od »
docums npocmuil ingpopmayitiHuil sanum -ie.od »
docums npocmuil inghopmayitinuii 3anim .S~'.w,-j J,S“.hm »
docums npocnuii erfmpum;ir‘tmn‘f FANUM Sq,od ,,uﬁw‘ao »

docuniv npocmuil iHopMayiiiHuLl 3anum Kopucmyeaia ‘inoa o

docums npocmuil iHgopMayitiHuil 3anum Kopucmysaia S"wd ,pfd,‘.,uw

docuniv npocmuil iHGOPMayiiHuL 3anum KOpUcmyeaia Sy _pg 2,000

docums npocmuil iHhopMayitinuil 3anum KOPUCIMYEa4a pecypcy §mw »

documy HPOCMUTl iHGOPMAyiTiHUi 3anUM KOPUCIY6ada pecypey ) 3,00, Lp.i,m 2
Qdocums npocmuil ingpopmayifiinuil sanum xopucmyeada pecypey S, o pSZ‘oé »
docums npocmudl inghopmayiiinudl sanum Kopucmyeaia pecypey cucmemi 5‘,‘0,) »
docuniy npocmuil iHGOPMayiiHull 3anum KopUCmy6aya pecypcy cucmemi S, o »
docums npocmuil inghopmayitinuil 3amim Kopucmyeaua pecypcy cicmemi bisnecy

Figure 21: The process of deriving the Ukrainian-language chain for example 1
Example 2. P = {§x,y,z - Sx,y,zgx',y"p, gx,y,z - Ax,y,zsx,y,zl gx,y,z = Sxyz

Ay, = {dyace, documb, mouHo, npocmo, cymmeeo, ... }Ay 5, 7, Ay y 2 = Ax y 20
Sycy,z = WKOAAy 4, ..., Syy 7 = CMIX,, 5, umwmpy'z,ﬂbeieyrz, -



Sey,z = MICMOy, 4, .., Ay , = 8eCENUl, y, 5, 3aNANbHULLY ), 7, OUMAHULL ;. .. }
Another derivation is to use more memory, such as starting derivation with S, ,5, —

Gyafce A‘LO/J.H A‘LOﬂ,H S‘LOA,H S‘LO.CLP Smloﬂ,p SC,O.CLP 5‘4.00.17'

Sq,od,H

Au,u@,ﬂsu,ad,ﬁ

ayD}CE All,od,ﬁsw,od,x

Oyorce secenulil A‘,’oo’ﬂg‘qﬂolﬂ

Oyorce cecenuit 3ananvHuii Ay oy 4 g‘qmﬁ

Oyorce ecenult 3ananvHUil Oumayii 5~'w,0,3_,,.5~'q,0,3 D
Oyorce ecenuli sananvHuil Oumsayuii SH’O,j’H.i,o,j »

Oyorce ecenuil 3ananvHUil OUMAYUL CMix §w,ob »

Oyorce ecenutl 3ananoHUil OUMAYUT CMIX 5(1,!,@ pi,croa p

Oyoice Gecenuit 3ananvHuil QUMAHULL CMIX S gy pfmoo »

Oyorce ecenull 3ananvHUil OUMAYUL CMIX wKonapa S 4,000

Oyorce secenutli 3ananvHUll OUMAYUI CMIX wKonapa S 9,00, pfc,oa 2

Oyorce 8ecenuli sananvHuil oumayuii cmix wikonapa S. 90,00 pgc,od 2

Oyice eecenuil 3ananvHUil OUMAYNUT CMIX UKONAPA WUKOU Siﬂ,j,p

Oyorce secenutl 3ananoHUil OUMAYUT CMIX WKONAPA WKOAU §Cigﬁ_p§q’0@_p
Oyarce 6eceutll 3ananvHUil OUMAYUI CMIX WKONAPA WKOAU Sc)a,j_pgqyog_p/
Oyorce eeceutll 3ananvHUl OUMAYNUT CMIX WKONAPA WKOAU Micma i}o,j_p
Oyorce 6ecenutll 3ananvHUl OUMAYUT CMIX WKOAPA WKOAU Micma Sw,j_p
Oyorce 6eceutll 3ananvHUil OUMAYUI CMIX wKoaapa wkoau micma Jlveoea

Figure 22: The process of deriving the Ukrainian-language chain for example 2

Kivanom, hogy valamint az agyag? ulelx karjai®? koziil kibontakozni®! akary®
kocsikeriik!? rettentx nyikorg6s6tyl'® megriadt'” juh6szkutya'® bund6jcba'®
kapaszkody'* kullancs'® kidiilledt fitlszemiibx1'? al6eseppent!! kunnyeseppben'®
visszatbkruzxdx® holdvilag fiinyiitxI® illumin6lt” rablylovagvér® felvonyhidjébyl®
ki6lly* vasszegek® kohiiziys erejiinek’ hatsa' évszézadokra dsszetartja annak
materiajat, aképpen tartsa dssze ezt a tarsasagot az igaz szeretet.

51 xouy, abH cTpaBKHE KOXaHHA CKPIMHIIO 110 KOMTIAHIIO Tak, AK Ha CTOMITTS
CKPIILTIOE MaTepial MocTy Jis! e/IHATLHOT CHUIH® IBAXIB®, [0 TopyaTh® 3
HigifiMaabHOTO MOCTY® po3GiHHALEBKOro (he0TaIBHOTO 3aMKY®, OCBAILICHHOTO'
MicAuHIM cBiTIOMS, 110 BinoGpaxkaeThes’ B KparnHi'?, ska BuTikae!! 3 BUTpimeHoro

7

oka'? knemal?, mo puentaca'® B mweperb'® BiByapku'®, HaronoxaHoi'? KaXTHEHM

18 ~19 20 21 THMIR2Z 23
CKPHIIOM ” BO30BHX KOJIeC ", IO IIParHyTh™ BHPBAaTHCA 3 001iiMIB TPA3IOKH™.

Figure 23: An example from H. Feher’s short story - A Humorous Toast

There are cases in the textual content when not only the right but also the left sequential
subordination has an unlimited depth of derivation, for example, due to subordinate clauses
with the operative word which, what, when, etc. (msapurka, sky epsimysasa Cogis
[tvarynka, yaku vryatuvala Sofiya] - the animal that Sofia saved). Fig. 23 illustrates a phrase
with a depth of 22 and is completely grammatically correct (as is its Ukrainian version).
Moreover, nothing prevents you from continuing the phrase to the left Ha 60110 6 06itimu
3es1ieHoi naxyyoi mpasu [na volyu v obiymy zelenoyi pakhuchoyi travy] (freely into the
embrace of green, fragrant grass). The Ukrainian language allows you to generate phrases
with an unlimited number of sequentially subordinating from left to right constructions of
the type Y;Y;...Y;... (unlimited right subordination), and at the same time, unlimited left



subordination is possible in each of the constructions X; - a sequence of chains

Y. Yi3Y,Y; however, within the sequence Y;; further unlimited expansion is
impossible. According to the rules of the Ukrainian language Y; are interpreted as simple
sentences, each of which is an additional determiner to the previous one, and Y; j are
interpreted as prepositive adjective inflexions.

The grammar G’ = (D', D;,I',R") has a basic dictionary D' = N;, N5, ..., N, symbols and
rules of the form R’ = {Y - ZN;,X — N;}, where YeD; and ZeD;. Each of N; corresponds to
some regular grammar G; = (D, Dli,Nl-,Ri), where D is the main dictionary VGj, D{ is the
auxiliary dictionary for DD’ = N; and DinD] = N;; N; is the initial symbol; scheme rules
of the form R; = {C = eE,C — c} (heading Latin characters are non-terminal, and line
characters are terminal). The non-terminal dictionaries of the grammar GL-, are pairwise
disjoint. Association:

G=G'UG, UG,V ..UGy, (15)
where the main dictionary D in all G;, and the auxiliary additional dictionary and scheme:
D, =D'uDjuD}uD?u...uD}, R=R'UR{UR,U..UR, (16)
The grammar G is special and equivalent to an automatic one, for example:
N3 = aP; (17)
(I - BN; N; = b(Q;
|B = CNy N; — bP; N; — cW;
, _ JC— BN, _ )P > aQ, _ _JPs—a _(Ny > cP,
R _{C_>EN3;R1_ Ql_)anlRZ_{NZ_)d'R3_ Q3_>b 5R4_{P4_>b
E - EN, Q,—c W3 - dW;
E - N, W3 — eW;

W; - d
Algorithm 4.3. Algorithm of sentence syntactic analysis.
Stage 1. An unconstrained generated sequence is generated to the right by N; as a syntactic group or
sentence based on the rules of R'.
Stage 2. Any of N; based on R; is expanded indefinitely in the form of a tree (Fig. 24) from right to
left - into a chain of terminal symbols as words.

To analyze the syntactic structure of a sentence is to identify the order of words
depending on the syntactic structure and relationships, which is determined necessarily
according to the analysis of neighbours and something derived/secondary. It is advisable to
modify the grammar so that both parts of the predicate (Fig. 24) are trees of syntactic
relations. Lines with subscripts describe syntactic relations of various types; symbols
A, B, C,... are syntactic categories.

B—B a60 A - D
A—B o ABL [ N T AN N
X A B C E
N\ N4 c

C C D D

Figure 24: Rules for building a tree



As a result, the syntactic structures (rather than phrases) of the language are obtained
as part of the generative grammar. Another part of this grammar is the calculation in the
Ukrainian language - with mandatory consideration of the logical derivation of linear
sequences of words, solving the problem of discontinuous constituents.

4.5. The method of semantic analysis of the Ukrainian language

Semantic analysis consists not only in identifying the content of the text but also in
generating data structures to which logical reasoning can be applied. Thematic Meaning
Representations (TMR) are used to encode sentences in the form of predicate structures
based on first-order logic or lambda calculus (A-calculus). Network/graph structures are
used to encode interactions of predicates of relevant text features. Then a traversal is
implemented to analyze the centrality of terms or subjects and the reasons for the
relationships between elements.

Analysis of graphs, including ontology 0O, is usually not a complete SEM, but helps to form
part of important logical decisions/conclusions based on the taxonomy of concepts X:

0:ULSR— Concepts. (18)
The result of SEM based on the ontological model of the rules of the syntax of the
Ukrainian language O are weighted oriented graphs of the semantics of the text:

0 = < Concepts, Relationships, Functions >, (19)
where Relationships is a tuple of relationships between SA concepts of the Ukrainian
language; Concepts is a tuple of SA concepts describing the rules of the Ukrainian language;
Functions is a tuple of functions for the interpretation of concepts/rules of the Ukrainian
language.

The taxonomy of concepts sets the syntax of the language as the root concept of the
ontology:

Concepts,: < Rgp > —>C',.. (20)
The optimal definition of the tuple of relations between these concepts and the tuple of
the rules of the Ukrainian language, formalized by the descriptive logic of DL, will allow
effective processing of Ukrainian texts:

Concepts =< Ryyp, Rpne, Rsers Rsnes Rsmn >, (21)
where tuples of concepts of morphology Ry, punctuation Rpy, structure Rg;,, syntax Rg,;
(Fig. 25) and semantics R,

In SEM, to identify the set of semes of the corresponding text and their relationship, first,
based on the results of SYA, a semantic graph of the relations of linguistic units is built,
taking into account the parts of the language of words:

C'y = MGy, Dy, Ry, Concepts,), Concepts, =< Cwracmb Csntcmp >» (22)
where Cyracmp 1S @ tuple of word formation concepts; Csnicmp iS @ tuple of sentence
generation concepts in the Ukrainian language (Fig. 26).

Tuple Cyr-acmp according to the rules of the Ukrainian language syntax (Fig. 26):



Cwracmp =< Sgni’™?,Sgny™¢,Sgny™¢, Sgny/™* >, (23)
where Sgn/V™ is a tuple of phrase generation properties.

ZAN
Phrases
ZAN
AN ZAN ZAN ZAN
| Lexical | | Syntactic | |N0minal| | Adjed. | |Numer.| |Pronoun| | Verb || Adverb | |Compound| |Comp|e><| | Simple | |Complex|
\ \ \ \ [ |
Dividing Connective || Controversial Coordination| | Management Adjoining
Connection Connection Connection Connection Connection | |Connection

Figure 25: Class diagram for the Syntax Phrase type hierarchy
The tuple Sgn¥¥"® according to the rules of the Ukrainian language syntax (Fig. 26):
Sgni’™ =< Sgnj e, Sgngne >, (24)

where Sgn! .. is a tuple of lexical features of phrase generation; Sgn},,; is a tuple of syntactic
signs of phrase generation.

ZAN ZAN
|Declarat|ve| |Interrogat|ve| |Imperat|ve| Emnzt?rn;"y ETgltgigZ”y Simple Complex mémr:ti)r;rs | m’\ellir':g;rs
| Affirmative | | Negative |
Figure 26: Class diagram for the sentence type hierarchy

wrd _ 1 1 1 1
Sgny’™ =< Sgnjow SIN4ac; SGMNmr» SINPrns STy SINYan >, (25)

where Sgnk,,, is a tuple of named properties; Sgn¥,. is a tuple of adjectival properties;
Sgnll,.. is a tuple of numerical properties; Sgnk,,, is a tuple of pronominal properties;
Sgni’,, is a tuple of verb properties; Sgn/l;,, is a tuple of adverbial properties;

Sgny’™ =< Sgngfa, Sgnins >, (26)
where SgnZ!, is a tuple of consecutive and .S'gnﬁl’f is a tuple of subordinate properties;

wrd (27)

v w
Sgng " =< Sgngmwa S9Ncmwa >



where Sgnk/ 4 is a tuple of simple properties and Sgnl,. ., is a tuple of complex

properties. The tuple Sgn!; describes the component properties of the relation sentence:

Sgnira =< SgnGatm SANCnem SINbvém >, (28)
where Sgn§r. . is a tuple of properties of separating, Sgnéré,  is a tuple of properties of
connecting and Sgn§’¢,. is a tuple of properties of opposite connections.

. _ Inf Inf Inf

S9ning =< SINCtem SIMMgem SIMAgem > (29)
where Sgnlc?gm is a tuple of matching properties; SgnZZCm is a tuple of control properties;
S gnfqrjqum is a tuple of fit properties.

A tuple of sentence generation concepts in the Ukrainian language (Fig. 26):

Csnecmp =< Sgni™, Sgn3™, Sgn3™, Sgnipup >, (30)
where sentence generation properties in the Ukrainian language are grouped in Sgn;™ is
snt

tuples of sentence generation properties in the Ukrainian language; Sgngy,y,, is a tuple of
properties of identification of sentence members;

Sgnfnt =< Sgn{VrSnJ Sgn;’rSn'SgnfnSn >, (31)

where Sgn),.s, is a tuple of narrative sentence generation properties; Sgnb,, is a tuple of
properties of generating interrogative sentences; Sgnl,s, is a tuple of properties of
generating motivational sentences;

Sgn3™ =< Sgnimne, SGNEmct >, (32)
where Sgn¥ n: is a tuple of properties for generating emotionally neutral sentences;
Sgni . ci is a tuple of properties for generating emotionally coloured sentences;

Sgn3" =< Sgngise, Sgnillse >, (33)
where a tuple of concepts for the formation of Sgnik, simple and Sgnll, complex

sentences;

snt  _ snMb snMb

SgNsnmp =< SYNynsemp SINSdstmp > (34)
where Sgn3Mb., is a tuple of properties identifying the main members of the sentence;
SgnstMb ' is a tuple of properties of identification of secondary members of the sentence;

SgNirsn =< Sgnyrst, Sgnngse >, (35)
where Sgnﬁ'g? is a tuple of properties of generating affirmative sentences; Sgn,’t,’gfg’t‘ is a
tuple of negative sentence generation properties.

To generate a simple sentence Sgnli%., the signs are analyzed (Fig. 27):

Sgng'llg't =< SgnflSt,SgnflSt, Sgnngt,SgnilSt, Sgnngt,Sgnngt, Sgnngt’Sgnngt >, (36)
whereSgnflSt is a tuple of simple sentence generation properties.
Similarly, tuples are formed to identify the members of the sentence Sgni™,, (Fig. 28-

Fig. 29) and the complex sentence Sgn, (Fig. 30).
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Figure 27: Class diagram for a hierarchy of the type Simple sentence
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The process of extracting data from the Ukrainian-language text based on the syntax
ontology allows you to supplement the conceptual weighting graphs of the content.

4.6. The method of pragmatic analysis of the Ukrainian language

Pragmatics examines the dependence of meaning on the context of the textual content of
the author and takes into account his prior knowledge, intentions, purpose, etc., in contrast
to semantics, which analyzes the meaning itself depending on the results of GA, MA, LA and
SYA within a particular text. Pragmatics is a continuation of SEM, taking into account the
peculiarities of the context of the analysed text, taking into account the ambiguity of the
statements of the analyzed text, based on the analysis of the features of the author's
statements in previous similar texts, based on the time, place, method, purpose and other
circumstances of the conversation.

In PA, when resolving the ambiguity of the author's speech in a specific analyzed text,
taking into account the features of the author's speech in previous similar speeches, it is
best to use word prediction models, for example, N-grammatical Language Models (LM).
Each speaker, as a person with a unique life experience, has not only his dictionary of
thematic words but also a unique handwriting of the use of these words and their sequence
in a certain context of the relevant thematic direction. In the expression «iinegicmuuna
cucmema onpaywvosye ...» [linhvistychna systema oprats'ovuye ...] (the linguistic system
processes ...) the next word depends not only on the context but also on the so-called speech
handwriting of the author of the text: mekcm, konmenm, mekcmoasuii koHmeHm, 8xioHi daHi,
8xidHy iHgpopmayiro, iHmezposaHi daHi, asmopcvkuli KoHmeHnm, nybaikayii [tekst, kontent,
tekstovyy kontent, vkhidni dani, vkhidnu informatsiyu, intehrovani dani, avtors'kyy
kontent, publikatsiyi] (text, content, text content, input data, input information, integrated
data, author content, publications), etc. The phrase «gkawuimv cgow 8ukoHaHy
sna6opamopHy po6omy ...» [vklyuchit' svoyu vykonanu laboratornu robotu ...] (include your
completed lab work...) as opposed to «dodaiime ceorw sukoHaHy s1a60pamopHy po6omy ...»
[dodayte svoyu vykonanu laboratornu robotu ...] (add your completed lab work...) has a
broader meaning and depends significantly not only on the context but also on the speaker
(include can mean like download the developed software on the computer or in the sense
of adding it as an item to some list, etc.). Dialogue participants intuitively understand the
content based on their experience of communicating with the author of the phrase.
Pragmatic analysis requires the introduction of models that determine the probability for
each subsequent word. They are also intended for assigning the probability of the target
utterance for correct machine translation, identification/correction of grammatical and
stylistic errors, and handwriting or language recognition. Each language has special
statistical parameters, and the analysis of the probability of the appearance of only letters
and their combinations as N-grams of the corresponding language makes it possible to
identify the language itself or the style of the author (Fig. 31 - with greater probability, the
author of the benchmark wrote Excerpt 1).
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Figure 31: Probability of appearance of letters in the standard and analyzed passages

For Ukrainian texts, the statistical parameters of styles are the probabilities of vowels,
consonants, and gaps between words, as well as soft and sonorous groups of consonants.
Probability is also important for enhancing communication. Physicist Stephen Hawking
used simple movements to select words from a menu for speech synthesis. For such IS, it is
appropriate to use word prediction to generate suggestions for a list of likely words for the
menu. One of the most widespread and easiest to implement for English-language texts is
LM - N-gram, which assigns probabilities to sentences or sequences of words. For
Ukrainian-language texts, it is better to apply such LM to the sequence of word bases
without taking into account inflexions (otherwise incorrect PA results will be obtained) to
calculate P(b|a) is the probability of the appearance of the base of the word b after the
sequence of bases a. Taking into account words in N-grams of LM in Ukrainian-language
texts is appropriate for identifying grammatical errors.

P(cucmem|rkomn'tomep nitizeicm), P(cucmemu|komn’tomepHi niHesicmuyi), (37)
P (cucmemy|komn tomepHy niHzgicmuyHy).
One of the best ways to calculate such a probability is to conduct a statistical analysis on
large corpora of texts of the relevant author or relevant thematic direction from reliable
Internet sources.:

N (komn tomep niHzsicm cucmem) (38)

)

P(cucmeM|K0/vln tomep niHeeicm) = T N(xom omep nireaicm)

P (komn romep niHzeicm cucmem)

P (cucmeM | Komn romep niHeeicm) = P (xom rorm mirezeicm)

This gives a probabilistic result for a certain period because the language is creative, not
homogeneous, and the vocabulary is updated and constantly develops both in general and
for a specific speaker - the author of the text. To analyze the corresponding random
linguisticevent 4; = Komn tom, P(A;) is found to calculate the probability of the appearance
of a certain sequence of linguistic events based on the chain rule or the general product rule
(chain rule of probability):

P(A1A; ... Ay) = P(A1)P(A2|A1)P(A3|A ) .. P(An|AT7Y), (39)
P(4,4, .. 4,) = nP(AilA‘l‘l).
i=1



To analyze the sequence of N bases of words x;x; ... X, or xI* (X1 ... X,_;—>x"1) when
A1 = x4, 4, = x5, A3 = X3, .., A, = x,, calculate:

P(x1%3 .. Xy) = P(x1) = P(xlr)LP(lexﬂP(xsle) P (X ™h), (40)

. (a1)
P(x]) = HP(xi|x{_1).
i=1

The chain rule reflects the relationship between the overall probability of the
appearance of a specific sequence of bases and the conditional probability of the appearance
of a word base by specific previous word bases in this sequence. Taking into account the
entire dynamics of the occurrence of all word bases in the text to sequences of other word
bases is aredundant/inefficient process due to the variability of language /speech over time.
Prediction of the 2-gram model consists of approximating the dynamics of the appearance
of only the last few bases of words in a given sequence:

N (ninzeicm cucmem) P (niHegicm cucmem) (42)

P(cucmem|ninesicm) = . P(cucmem|ninezsicm) =

N (niHegicm) P (niHesicm)
To forecast the conditional probability of the following base of the word, we use the
Markov assumption (the probability of the word depends only on the previous one):

P(xnlx{l_l)zp(xnlxn—l)- (43)
To predict the conditional probability of the next base of the word in the N-gram based
on the metric of Maximum (greatest) Likelihood Estimation (MLE) we calculate:

P Qo |x )P (x| x k1) (44)
Based on this, we calculate the probability of a complete sequence of word stems:

" (as)
Pe=| [ Peritxi,
i=1

We find the MLE estimate for the _parameters of the N-gram model by statistically
analyzing the corresponding text corpus and normalizing the frequency of occurrences of
word bases and their sequences within [0;1]:

N(xp-1xn)  N(Qrtp_1Xn) (46)
D N(xp—1%) N(xp—1)

For example, for three sentences of the mini-corpus (conditionally, the <p> </p> tags are
the boundaries of one sentence), we will calculate the Markov assumption of the 2-gram
occurrence of word bases:

<p> CLS onpayvosye mekcmosuil koHmeHm Ha ocHOBi NLP-npoyecis </p>
<p> [Hmezpayis mekcmogozo KOHMeHMy € 00HUM i3 0CHO8HUX npoyecie CLS </p>
<p> CLS po3e’asye koHkpemHy NLP-3adayy 0414 8i0nogioHo2o0 koHmeHmy</p>

P(CLS| <p>) = g; P(inTerp| <p >) = %: P(ompan|CLS) = %:

P(xnlxn—l) =

P(</p > |koHTEHT) = %; P(KOHTEHT|TeKCT) = 2; P(zagau|NLP) = %

Estimation of the MLE parameter for the N-gram model as a relative frequency:



_ N(XPZE i 1xn) (47)
P(xplxh"is1) = N(;n—_ln
n—k+1

Algorithm 4.4. Algorithm for the analysis of MLE-parameter estimates for the N-gram
model.

Stage 1. Parse the input text and break it into separate phrases (sentences)R, R, ... R,,,, marking each
start-end with a corresponding <p> </p> tag. Eliminate all non-alphabetic characters. Convert
uppercase letters to lowercase. Remove service words if necessary (for certain NLP tasks).

Stage 2. Apply Porter's stemming to obtain the sequence of word bases x;; X;; ... x;,, of word bases
VR; taking into account word normalization.

Stage 3. Receive input requestsQ, Q, ... Qi as a sequence of words of the searched data. Find VQ; for
each word y;,yj; ... Yik; basis by stemming.

For example, for the search phrase Qj:

Memoou ma 3acoéu onpayrosanis ingopmayitnux pecypcie
cucmem eNeKmpoHHOT KOHmMenm Komepyii

Vi1 Yj2 Vi3 Vija Vijs Vie Yj7 Vijs Yjo Yj10
memod ma 3aci6 onpay iHghopm pecypc  cucmem  eneKmMpoH  KOHmMeHm  Komepuy
58 190 25 62 122 83 170 89 408 300

Stage 4. Conduct a statistical analysis of the occurrence of word bases and sequences of query word
bases in the analyzed text.

Basics of words of Xi1 Xip Xi3 Xi4 Xis Xig X7 Xig Xio Xi10
analyzed text memod ma 3aci6  onpay  iHpopm  pecypc  cucmem  eneKMPOH  KOHMeHmM  Komepy
X;1 memood 0 8 0 6 0 0 0 0 1 0
Xi;  ma 2 0 5 1 7 0 2 0 0 1
X3 30ci6 0 2 0 14 0 0 0 0 0 0
Xy, onpay 0 0 0 0 46 0 0 1 3 4
X5 iHGpopm 0 0 0 0 0 64 9 0 0 0
Xis  pecypc 0 7 0 0 0 0 0 1 0 0
Xi7 cucmem 0 8 0 1 0 0 0 21 0 0
Xig  €eKmpoH 0 0 0 0 0 0 0 0 72 10
Xig ~ KOHmMeHm 0 10 0 0 0 0 0 0 73
Xi10 Komepy 0 6 0 0 0 0 0 176 0

Stage 5. Find the probability of occurrence of 2-grams in the analyzed text. In each row, the value is
divided by y;;, where i is the row number after normalization.

Basics of words Xi1 Xiz Xi3 Xig Xis Xi6 Xi7 Xig Xig Xi10

of analyzed text memod ma 3aci6  onpay iHpopm  pecypc  cucmem es1eKmpoH KOHmMeHm Komepy, Yji
Xy  mMemood 0 0.18 0 0.1 0 0 0 0 0.02 0 58
Xz  ma 0.01 0 0.03 0.005 0.035 0 0.01 0 0 0.005 190
X3 3acib 0 0.08 0 0.16 0 0 0 0 0 0 25
Xy onpay 0 0 0 0 0.74 0 0 0.016 0.048 0.064 62
Xis  iHhopm 0 0 0 0 0 0.52 0.074 0 0 0 122
Xis  pecypc 0 0.084 0 0 0 0 0 0.012 0 0 83
Xi;  cucmem 0 0.047 0 0.006 0 0 0 0.124 0 0 170
Xig  €1eKmpoH 0 0 0 0 0 0 0 0 0.81 0.112 89
Xig ~ KOHMeHm 0 0.025 0 0 0 0 0 0 0 0.179 408
Xi10 Komepy 0 0.,02 0 0 0 0 0 0 0.053 0 300




With each subsequent multiplication, the probability decreases. Applying the logarithm
of probabilities (log probabilities) will allow you to operate with not-so-small values for
calculating accuracy.

= n (48)
npl — eZi=1 lOgPi.
i=1
The resulting matrices will in most cases be sparse. Phrase and different variations
(plural/singular and cases) cucmema enekmpoHHOi KoHmeHm-komepyii [systema
elektronnoyi kontent-komertsiyi] (electronic content commerce system):
P(crcTeM eJIeKTPOH KOHTEHT KOMepI) =
= P(enexktpoH|cuctem)P (KOHTeHT|esieKTpoH) P(KOMEPI|KOHTEHT) =

=0,124x0,81x0,179=0,01797876.

5. Conclusions

The general architecture of computer linguistic systems is developed based on the main
processes of processing information resources such as integration, maintenance and
content management, as well as using methods of intellectual and linguistic analysis of text
flow using machine learning technology. The IT of intellectual analysis of the text flow based
on the processing of information resources has been improved, which made it possible to
adapt the generally typical structure of content integration, management and support
modules to solve various NLP problems and increase the efficiency of CLS functioning by 6-
9%. This became possible thanks to the combination of linguistic analysis methods adapted
to the Ukrainian language, improved IT processing of information resources, ML and a set
of metrics for evaluating the effectiveness of CLS functioning. The main principle of building
such CLS is modularity, which facilitates their construction according to the requirements
for the availability of appropriate processes for solving a specific NLP problem. The main
NLP methods based on regular expression matching with patterns in grapheme and
morphological analyses of Ukrainian-language texts are described. NLP methods based on
pattern-matching regular expressions have been improved, which made it possible to adapt
methods of text tokenization and normalization by cascades of simple substitutions of
regular expressions and finite state machines. The main valid operations of regular
expressions are defined as union and disjunction of symbols/strings/expressions, number
and precedence operators, as well as anchors as special symbols for identifying the
presence/absence of symbols in RE. The main stages of tokenization and normalization of
the Ukrainian text by cascades of simple substitutions of regular expressions and finite state
machines are defined. The MA method of the Ukrainian-language text based on word
segmentation and normalization, sentence segmentation and modified Porter's stemming
algorithm was improved as an effective means of identifying lem affixes for the possibility
of marking the analysed word, which made it possible to increase the accuracy of keyword
searches by 9%. Algorithms for word segmentation and normalization, sentence
segmentation, and Porter's modified stemming are implemented and described as an
effective way of identifying lem affixes for the possibility of marking the analysed word.
Unlike the classic Porter algorithm (it does not have high accuracy even for English-



language texts), the modified one is adapted specifically for the Ukrainian language and
gives an accurate result in 85-93% of cases, depending on the quality, style, genre of the text
and, accordingly, the content of CLS dictionaries. The algorithm for the minimum editorial
distance of lines of Ukrainian texts is described as the minimum number of operations
necessary to transform one into another.
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