TrustSearch: Analyzing the Stance of Media for Promoting Critical Thinking

Andrea Simeri*1,2, Ivan Grubišić*2,3, Berta Chulvi*6,4 and Paolo Rosso2,5

1DIMES, University of Calabria, Italy
2PHBLT, Universitat Politècnica de València, Spain
3Ruder Bosković Institute, Croatia
4Social Psychology Department, Universitat de València, Spain
5Valencian Graduate School and Research Network of Artificial Intelligence (ValgrAI), Spain
6Symanto Research, Spain

Abstract
In the last decade, we have experienced a growing distrust in all sources of information. According to the Edelman Trust Barometer 2024, trust in information is at a record low. This lack of trust could be addressed by a new generation of search engines that promote critical thinking. A way to promote critical thinking is to offer users information about the stance of articles towards important topics and to encourage them to consume more pluralistic information. In this paper, we present the stance detection tool, which is the first result of the TrustSearch project. The goal of the project is to promote critical thinking by providing users with a new experience of browsing news articles by emphasizing the pluralistic nature of information. The tool implements two different use-cases to detect an article’s stance on some controversial topics such as climate change, immigration, and vaccination against COVID-19.
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1. Introduction
Distrust of the media is a serious problem for 21st century democracies. According to Edelman Trust Barometer 2024, a survey in 28 countries with more than 32,000 respondents, 64% of people agree with the idea that “journalists and reporters are purposely trying to mislead people by saying things they know are false or gross exaggerations.” This percentage has increased by three points compared to 2023.

This widespread mistrust in information sources could be linked to the proliferation of fake news and other disinformation practices. However, there are indications that the problem we face goes beyond the quality of content and may be related to new practices in accessing information. The way we access news has changed radically in recent decades. According to the last edition of the Reuters Institute Digital News Report, one of the biggest implications of the shift to online news has been the weakening of the direct relationship between readers and publishers. Across 38 countries, just 29% of users say they prefer to access a website or app directly – down three percentage points from a year ago. Over half of the users (55%) prefer to access news through search engines, social media, or news aggregators, where large tech companies typically use algorithms rather than editors to select and rank stories. These search tools offer a list of news with very little information about their content. Accordingly, the user does not have much useful information to decide what to read and what not to read. At the end, this information selection activity appears to be a random action.

In order to face the problem of mistrust towards the media, we started the TrustSearch project. The goal of the project is to offer a new news search experience that generates greater trust in the search itself. For the first step of the TrustSearch project, we focused on stance detection in news articles from media outlets located in the United Kingdom and Spain. We chose 15 media companies typically use algorithms rather than editors to select and rank stories. These search tools offer a list of news with very little information about their content. Accordingly, the user does not have much useful information to decide what to read and what not to read. At the end, this information selection activity appears to be a random action.

In order to face the problem of mistrust towards the media, we started the TrustSearch project. The goal of the project is to offer a new news search experience that generates greater trust in the search itself. For the first step of the TrustSearch project, we focused on stance detection in news articles from media outlets located in the United Kingdom and Spain. We chose 15 media companies including BBC, The Guardian, Daily Mail, and ABC News. We selected 30 news articles from each country, and we used stance detection to identify the stance of articles towards topics such as climate change, immigration, and vaccination against COVID-19. We then evaluated the performance of our stance detection tool and compared it to existing methods.
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spectives: 1) the point of view of the general population; and 2) personalized user view. These two approaches were implemented in the interactive graphic tool that we developed as part of the project, and which are presented in the following sections of the paper.

2. Related works

Stance detection is an emerging opinion mining paradigm for various social and political applications [1]. Recently there has been a growing research interest in detecting automatically the stance from opinionated texts, especially if about controversial topics (e.g. vaccines, climate change, etc.). Stance detection is the text classification problem where the stance of the author of the text towards the target comes from this set of labels: {Favor, Against, Neither} [2]. According to Küçük and Can [2], stance detection is closely related to, but distinct from, various NLP tasks, such as: (1) sentiment analysis, (2) emotion recognition, (3) perspective identification, (4) sarcasm/irony detection, (5) controversy detection, (6) argument mining, and (7) biased language detection. The recent survey of ALDayel and Magdy (2021) [3] presents an exhaustive review of stance detection techniques, the different types of targets, the features set used, and the best performing machine learning / deep learning approaches. To solve stance detection problems, traditional machine learning approaches, such as support vector machine (SVM), logistic regression (LR), random forest (RF) and k-nearest neighbors (kNN), were mainly used until 2019 [2]. However, in recent years, deep learning approaches, such as long short-term memory (LSTM), gated recurrent unit (GRU), convolutional neural networks (CNN), graph neural networks (GNN) and transformers, have become increasingly popular [4]. The latest trend is to use large language models (LLMs) as few-shot [5] or zero-shot [6] reasoners to solve this task. LLMs are quite capable of handling the stance detection task, with proper prompt engineering they achieve the state of the art performance in zero-shot mode [7]. Furthermore, re-formulating a potential NLP task into an entailment one can lead to performance improvements [5]. Addressing stance detection from an entailment perspective holds promise in capturing the underlying logical structure of arguments and opinions. By considering the entailment relationships between statements, models can potentially discern the stance expressed towards a target more accurately.

The idea of changing the depiction of information to encourage users to be exposed to a plurality of sources and opinions has been directly approached in some research, for instance in Korea and the USA. The NewsCube project [9] was developed in Korea Advanced Institute of Science and Technology with the aim of combating polarization in the media sector. The core of NewsCube was aspect level browsing, a method to provide readers with a classified view of a set of articles with different aspects. Authors also explore the effect of a depiction of information in clusters conducting three user studies. One encouraging result in this research is that by presenting the news in classified clusters according to their content (NewsCube depiction), users read significantly more articles with different points of view compared to the GoogleNews interface (list view).

A similar effort was made at UC Berkeley, which created Opinion Space [10], a self-organizing interactive visualization of an information space to encourage the reading of a greater diversity of opinions in microblogging. The need to provide a multiple perspective about events, especially if controversial, to promote more critical thinking has also captured the interest of the technology industry. In December of 2017, Bing launched several new Intelligent Answers that go beyond the traditional Q&A style of search and offer answers to more complicated questions. Microsoft search engine was interested in providing multiple perspectives to an answer via a tool that offers the opposite points of views about a query. Unfortunately, this functionality is currently not available in the search engine.

To the best of our knowledge, there is not an AI tool that from one user query offers a plurality of news in different European news outlets to contrast the stance of the news. This is the goal of the first part of the TrustSearch project, and the result is the demo tool presented in this paper.

3. Detecting stance of news

In order to face the stance detection problem of news media articles regarding the topics of interest, we experiment with two different approaches. The first one, named as Definition-based approach, is based on a fixed definition of the topic. The latter, named as User-driven approach, is based on the user’s previous ideas about a topic. In order to reduce trial costs, in both approaches we make predictions based on short summaries of articles rather than the full text of articles. We obtained these summaries from full-text articles using GPT-3.5-Turbo model. The quality of the generated summaries was checked by three independent evaluators on 30 randomly selected samples of the test corpus and all evaluators agreed that the quality of the selected samples was satisfactory.

---

4https://www.bing.com
5https://platform.openai.com/docs/models/gpt-3-5
3.1. Definition-based approach
The Definition-based stance detection approach is designed to provide an assessment of an article’s attitude towards a selected topic relative to the general population’s view. There are three possible responses to the article’s stance:

1. "The article is in favor w.r.t. the topic", if the article emphasizes the arguments in favor of the topic;
2. "The article is against w.r.t. the topic", if the article emphasizes the arguments against the topic;
3. "The article is neutral w.r.t. the topic", if the article does not emphasize either of these arguments.

This approach relies on predefined topic definitions and predefined arguments in favor and against the topic. It is based on prompt engineering and utilizes large language models (LLMs) as zero-shot classifiers. According to Zhang et al. [7] and our experiments, LLMs are quite capable in solving this task, and their performance is currently the state of the art. However, there are advantages and disadvantages of using LLMs. The upside is that LLMs can produce good performance with explanations without needing a specific dataset and training for each topic. The downside is that using LLMs is more expensive than using smaller models. There are also issues specific to commercial LLMs. These models are opaque, i.e. the models’ parameters are unknown. There is also a risk in terms of service continuity, the company may stop providing access to the model in the future. In the experiments presented in this paper, we use two LLMs, GPT-3.5-Turbo and GPT-4, and three different topics: 1) climate change, 2) vaccination strategy against COVID-19 and 3) immigration. First, to ensure that the selected LLMs had the correct conception about these topics, we assessed the quality of topic definitions generated by these LLMs. These are the definitions generated by GPT-4:

Climate change: "Climate change refers to long-term shifts in temperature patterns and weather conditions on Earth. It is primarily caused by human activities such as the burning of fossil fuels, deforestation, and industrial processes, which release greenhouse gases into the atmosphere. These gases, like carbon dioxide, trap heat from the sun and result in a warming effect on the planet. Climate change leads to various effects, including rising sea levels, extreme weather events, changes in ecosystems, and threats to human health and livelihoods. Taking action to reduce greenhouse gas emissions and adapt to these changes is crucial in addressing climate change."

Covid vaccination: "The vaccination strategy against COVID-19 involves globally distributing and administering approved vaccines to prioritize high-risk groups such as healthcare workers, the elderly, and people with underlying health conditions. This strategy aims to reduce transmission, severe illnesses, and deaths caused by the virus. Vaccination campaigns usually follow a phased approach, starting with priority groups and gradually expanding to the general population. Additionally, strategies include ensuring vaccine supply, establishing vaccination centers, implementing public education campaigns, and monitoring vaccine safety and efficacy."

Immigration: "Immigration refers to the process by which individuals enter and settle in a foreign country with the intention of residing there permanently or for an extended period. It involves crossing international borders and often requires complying with legal requirements, such as obtaining visas or work permits. Immigration can be motivated by various factors, including economic opportunities, seeking asylum or refugee family reunification, or pursuing education and better living conditions."

The definitions produced by the LLMs are consistent with the man-made ones. We also used the LLMs to generate arguments in favor and against these topics and both LLMs generated arguments similar to those generated by humans. Finally, we searched for appropriate prompts and confirmed that the both LLMs provide the well-formed responses needed to successfully extract the models’ predictions as zero-shot classifiers.

In performance experiments, we asked LLMs to evaluate an article’s stance w.r.t. the selected topic. Together with question we provide the LLMs with the summary of the article body. In addition, to explore the reasoning behind model predictions, we expand the query and make these models provide explanations to elaborate their predictions. The prediction of models were verified by 2 individuals and in most cases the estimation of LLMs were consistent with humans. Next, we explored the possibility of obtaining more comprehensive information about the stance of an article. The idea is to change the prediction type form classification into regression by providing an intensity estimate of an article stance, i.e. how much the article is against or in favor of the topic.

For convenience, we unified the stance intensity into a single score presented as continuous variable with values within interval [-1, 1], where: 1) value -1 means that an article is strongly against the topic; 2) value 0 means that an article is neutral to the topic; and value 1 means that an article is strongly in favor of the topic. For this reason, we extended the zero-shot classification approach with LLMs using two different strategies: 1) the sentence-based strategy; and 2) the frequency-based strategy. The sentence-based strategy, is to detect stance on the sentence level, i.e. estimating the stance class for each sentence in article’s text separately. Afterwards, we calculate the final score as a weighted sum of all individual sentence stance scores, where the sentence length is used to calculate the weight/importance of the sentence and the individual sentence score is produced by transforming the sentence stance class: 1) 'in favor' to 1; 2) 'neutral' to 0; and 3) 'against' to -1. The frequency-based strategy is to detect stance on each article’s summary multiple times and use the frequency of classes to calculate the final intensity score. In the experiment we use 10 repetitions and calculate the mean value of all individual scores, where each individual score is given by transform-
ing the stance class: 1) ‘in favor’ to 1; 2) ‘neutral’ to 0; and 3) ‘against’ to -1. In our experiments, the sentence-based stance intensity strategy gives weak performance for both LLMs, however the frequency-based strategy achieves better results that are significantly correlated with human annotations. This is the reason we utilize the frequency-based strategy to produce stance intensity scores for Definition-based approach within the tool.

3.2. User-driven approach

The user-driven stance detection approach, rooted in entailment task, diverges from the Definition-based stance detection methodology by focusing on contextual nuances in user-generated content. Unlike the latter, which aims to gauge the general population’s stance on a chosen topic, the user-driven approach centers around an actual user query and their previous personal perspective (i.e., the stance) on the matter. The process begins with a user query and with a newspaper article relevant to the query. The user expresses their personal stance, indicating their initial perspective on the query. Subsequently, a Large Language Model (i.e., GPT-3.5-Turbo), is employed to generate a sentence that combines the query and the user’s stance leveraging on prompt engineering.

The obtained sentence, hereinafter referred to as the user text encapsulates the context and user’s perspective, forming a cohesive statement. To explore the opposing viewpoint, we utilize the LLM to generate another sentence that represents the negation of the user text hereinafter referred to as the opposite user text. This sentence encapsulates the opposite stance, providing a balanced perspective for further analysis. Finally, we employ a Transformer model designed for entailment tasks. This model takes as input the user text, the opposite user text, and the text of the retrieved newspaper article, in order to assign scores indicating the likelihood of entailment for both perspectives. In this context, the goal is to determine the entailment relation between two texts. In particular, given two paragraphs, named premise and hypothesis respectively, the goal of the entailment task is to identify whether the hypothesis is true based on the information given in the premise [11]. If we call the newspaper article text as premise and the user text (or the opposite user text) as hypothesis, we will be able to obtain an output answer to the following question: “Is the user’s personal stance true based on the information contained in the article?”. In this regard, we have used a encoder-decoder Transformer-based model named BART [12] since the promising performance on the entailment tasks. In particular, we have used a checkpoint for bart-large-mnli after being trained on the MultiNLI (MNLI)11 dataset, then we have applied a NLI-based Zero Shot Text Classification between two classes: the user text and the opposite user text. The input consists basically in the user’s question and the user’s stance. Indeed, the topic is not mandatory for this approach and the opposite user text can be automatically generated. The output consists of a binary classification between the aforementioned two classes. In this way we are able to obtain a clear view of the relation between the user’s stance and the news article’s stance promoting the critical thinking of the user. In contrast to traditional methods, this approach empowers users to actively guide the model’s understanding, making it particularly adaptable to diverse contexts and individual perspectives. The emphasis on user-driven input allows for a more nuanced and tailored stance detection process. It should be noted that in this way we obtain a topic-independent approach which is totally generalized and applicable to real-world scenarios.

4. Demo

To demonstrate these two stance detection approaches and their utility in searching for relevant news, we implemented them as interactive graphical tool. The demo can be accessed directly by visiting the dedicated huggingface space[11]. The tool is composed of two interactive tabs.

The first tab is based on the Definition-based stance detection approach. When the user selects a topic, the definition of the topic will be displayed on the right side of the screen, and a list of news relevant to that topic will be available via the drop-down menu. Users can select any of these articles by clicking on the article title. Subsequently, a summary of the article will be displayed along with the estimated value of the article’s stance w.r.t. the selected topic, as shown in Figure 1.

The second tab is based on the User-driven stance detection approach. In this case, the user selects a question related to the topic. Then, a real user’s stance and the opposite stance will be displayed, together with a list of news relevant to the topic as mentioned previously. Eventually, the classification scores between the two classes will be displayed w.r.t. the selected topic, as shown in Figure 2.

5. Conclusions

In this paper we present a tool for discovering news articles with the respect to the stance of the article’s author.
The tool implements two different approaches. The first one provides the article’s stance towards selected topics from a general population’s view. This approach is intended to provide users with means to explore information on topics about which they have no prior knowledge or personal views. It is also useful for exploring the views of the general population on a chosen topic. The second one is a user-centric approach which provides information on how well an article aligns with the user’s personal views. The tool is deployed as a web application which makes it easily accessible by users. All computation is done on the server side and no installation is required on the user side. The only requirement for users is Internet access and a standard web browser installed on a computer. The tool provides a natural way of interaction and presentation of results, which makes it suitable for use by inexperienced users without additional training.
Both approaches are powered by state-of-the-art LLMs utilized in zero-shot mode to detect the stance of articles. The first approach is based on GPT-3.5-Turbo model and prompt engineering, while the second one is based on entailment and utilize BART [12] model. To the best of our knowledge, this is the first time entailment prediction has been used to detect stance of articles.

However, this pilot tool has some limitations. First, the tool currently only provides selection from a limited number of samples for each input field. But, the ultimate goal is to allow all inputs to be in free text format, which will allow for a wider application of the tool. Second, the tool displays the stance detection result only after selecting one of the articles. While this method is useful for obtaining stance information, a more effective way to explore the different views that exist in the media landscape will require offering different news together.

5.1. Future work

To address the limitations of the current version of the tool, in the second part of TrustSearch project, we plan to apply two major updates to it. First, we plan to change the way of browsing articles from a list view to a customized graphical view, where the physical position of the article in the graph shows the stance of the article according to: 1) the selected topic or 2) personal stance. Second, we plan to combine stance detection with information on the ideological orientation of the media outlet, as well as information on its audience and its age. Finally, we plan to test the hypothesis that combining these two pieces of information, on content and on source characteristics, can help to approach search results with greater confidence and promote more critical thinking.
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