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Abstract

Low-resource learning in natural language processing focuses on developing effective resources, tools, and technologies
for languages that are less popular within the industry and academia. This effort is crucial for several reasons, including
ensuring that as many languages as possible are represented digitally, and enhancing access to language technologies for
native speakers of minority languages. In this context, this paper outlines the motivation, research lines, and results from a
Leonardo Grant - by FBBVA - on low-resource languages and parsing as sequence labeling. The project’s primary aim was to
devise fast and accurate methods for low-resource syntactic parsing and to examine evaluation strategies as well as strengths
and weaknesses in comparison to alternative parsing strategies.
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1. Introduction

In this paper, we describe the project titled "Transfer of
Language Structure in Natural Language Processing for
Languages with Scarce Resources." The project received
funding of €40,000 from the BBVA Foundation through
a Leonardo Grant' and lasted from October 31, 2020, to
June 30, 2022. The team consisted of the two authors of
this paper. The work was carried out at the CITIC re-
search centre at Universidade da Corufia. Our focus was
on modeling the syntactic structure of languages with
limited support or resources. Particularly, we focused on
methods casting dependency parsing as a sequence label-
ing task [1], offering a favorable speed-accuracy trade-off.
This approach involves using a sequence labeling model
that assigns one and only one label to each word of the
input sentence. These labels can be then rearranged to
form a dependency tree. Initially, we established baseline
models for sequence labeling parsers across a variety of
minority languages. Later, we focused on ways to share
knowledge about language structure from languages with
many resources to those without. To do so, we studied:
algorithms that can perform equally well with less data,
cross-lingual and multilingual training, data augmenta-
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tion techniques, and how different standard evaluations
might lead to inaccurate conclusions when evaluating
parsing across a wide spectrum of languages with vary-
ing levels of resource availability.

In what follows, we first outline the primary motiva-
tion of projects like this one (Section 2). We then detail
the research lines that we explored (Section 3), along
with the main results and outcomes that originated from
the project (Section 4).

2. Motivation

Natural Language Processing (NLP) technologies are
ubiquitous in today’s society, being present in millions
of devices and applications such as automatic translators,
personal assistants, or automatic information extraction
systems. However, access to these technologies is often
described as ‘non-democratic’, as they are only avail-
able for a few languages (e.g., English, Spanish, Chinese,
etc.), known as high-resource languages, which have suf-
ficient linguistic and computational resources to train
neural networks for NLP tasks. This situation contrasts
with a reality where the number of existing languages
worldwide exceeds 7,000. In this context, developing tech-
nologies for minority languages, known as low-resource
languages, is important for various reasons, including: (i)
processing written knowledge at risk of being lost and
available only in languages with a scarcity of speakers
or even dead languages, (ii) contributing to ensuring di-
verse access to these technologies so that native speakers
of minority languages are not discriminated against by
the digital divide, or (iii) enabling sociolinguistic studies
with NLP tools on populations from different cultures,
reducing current biases in such analyses (e.g., studies
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monitoring social networks but considering only Indo-
European languages), among others.

The problem. While syntactic parsers excel with high-
resource languages, they encounter significant challenges
with low-resource ones. The ability to analyze sentence
structure is crucial for NLP tools, including the develop-
ment of applications like automatic translation, question
answering, and text summarization. In some other cases,
the desired output is the structure itself, as is often the
case for computational linguists (for instance, because
they want to study languages) or when the final output
is a tree or graph that aids in understanding the meaning
of the utterance (e.g., relationships between symptoms,
diseases, and cures in clinical reports).

The approach. From a linguistic point of view, the
7,000 languages spoken in the world are organized into
about 140 families. For example, Spanish, French, Gali-
cian, or Catalan are all Indoeuropean languages; while
Turkish, Uzbek, Kazakh, or Uyghur are Turkic languages.
Moreover, many of these resource-scarce languages are
closely related to another language with a multitude of
speakers and resources available (e.g., Galician-Spanish
or Uyghur-Turkish), sharing not only linguistic typol-
ogy (e.g., word order or vocabulary formulation) but also
syntactic structures. In the same way that it is easier
for a person to create grammatical sentences in a new
language if they already know another language with
similar characteristics (e.g., for a Spanish speaker, Gali-
cian would be easier than Uyghur, and the opposite would
be true for a Turkish speaker). In NLP, it is also a com-
mon approach to exploit related languages, specially in
the context of using rich-resourced languages to help
modeling less-resourced ones. This is also an angle that
we considered through the project to model the syntactic
structure of low-resource languages. In addition, recent
studies in cognitive science suggest that humans might
use the same brain regions for lexical, syntactic, and se-
mantic processing of sentences, and that this processing
is carried out according to a sequence-labeling-like pro-
cess [2]. The underlying idea is that the brain processes
sentences as a flat sequence, whose representation is dy-
namically updated without the need for creating complex
hierarchical abstractions of the sentence to represent its
syntactic structure. Recent studies have shown that it
is possible to emulate this behavior in NLP using deep
learning techniques and sequence labeling models, with
the great added advantage of their speed, making their
use in real environments possible, unlike other syntactic
analysis paradigms. However, there was little research
of sequence labeling models for low-resource languages,
and the challenges it poses to build them. This was the
gap that this project aimed to fill.

The evaluation. Throughout the project, we empha-
sized the importance of evaluating a wide variety of lan-
guages, encompassing diverse linguistic families, typolo-
gies, and alphabets. This strategy was adopted to ensure
our results were more robust and generalizable. To do
so, we mostly relied on the Universal Dependencies [3],
a collection of treebanks?, which contains syntactic an-
notations for more than 100 languages from different
language families, and alphabets.

The novelty. From a technical standpoint, this project
was both original and innovative as it combined artifi-
cial intelligence and natural language processing with
recent cognitive theories on how humans comprehend
language structure. The approach aimed to develop new
NLP models capable of swiftly and accurately obtaining
the syntactic structure of sentences written in languages
with a scarcity of resources. In this regard, research on
languages with limited resources is recognized by the
international NLP community as one of the major unre-
solved challenges. Several authors have made significant
contributions in recent years in areas such as machine
translation [4] morphological analysis [5], and syntactic
analysis [6]. Thematically, the project addressed various
concerns of contemporary society, including the devel-
opment of technologies that contribute to the preserva-
tion of knowledge expressed in different languages and
ensuring democratic access to artificial intelligence tech-
nologies.

3. Methodology

The project explored three lines of work. The first focused
on data collection for experiments, including training
initial sequence labeling baselines, and it examined the
impact of annotated data volume on model quality. Fur-
thermore, it set up baseline models based on traditional
dependency parsing paradigms, using both graph-based
and transition-based strategies. This aimed to better un-
derstand the models and compare our results with these
typically slower, but more accurate, strategies. The sec-
ond line of work concentrated on leveraging distant and
auxiliary data to enhance the performance of the base-
line models and to comprehend how neural networks
perceive the structure of languages. The third of work
explored data augmentation methods for low-resource
languages and dependency parsers. The second and third
lines of work were partially dependent on the first one,
but could be developed independently from each other
later. We now briefly summarize them before moving on
to the project results.

“This is usually the name given to a dataset with syntactic
annotations.



Research line 1 - Compilation, analysis of syntactic
typology, creation of baseline models, and impact
of annotated data. This line focused on: (1) collecting
representative data, (2) training the initial models, and
(3) exploring the impact of the amount of annotated data
on sequence labeling models, depending on the chosen
parsing linearization. Specifically:

1. The first goal was to identify treebanks for nu-
merous languages in collections such as the Uni-
versal Dependencies [3], pinpointing both low-
resource and rich-resource languages of interest
for the project. The focus was on identifying
languages that share substantial syntactic prox-
imity, evaluated according to various linguistic
criteria including alphabet, word order, language
family, or typology, among others. To achieve
this, the approach involved using automated tech-
niques to estimate such proximity, leveraging
publicly available resources like the World Atlas
of Language Structures [7] and URIEL [8]. Among
the treebanks studied during the project, we in-
cluded several rich-resource languages - such
as English, German, Portuguese, Russian, Clas-
sical Chinese, Korean, and Japanese - and low-
resource languages - such as Galician, Basque,
Telugu, Marathi, Lithuanian, Faroese, Afrikaans,
and Wolof.

2. The second goal was to develop, train, and as-
sess base syntactic models across the chosen lan-
guages. The first step involved training sequence
labeling models for both low-resource and rich-
resource languages separately. This step was cru-
cial for garnering preliminary experimental re-
sults and to have a baseline framework against
which to evaluate models in the next phases. Ad-
ditionally, this step was useful for preparing the
high-resource models aimed at transferring syn-
tactic knowledge in later stages of the project, for
instance through zero-shot and few-shot setups.

3. The third goal of this line was to examine the per-
formance of different linearizations for sequence
labeling parsing on low-resource languages. At
the project’s outset, various linearizations of de-
pendency trees were available for training se-
quence labeling models, i.e. different strategies
to create a sequence of labels that could be de-
coded into a dependency tree, and some others
were created during the project.” However, it was
unclear if some linearizations could be more ef-
fectively used with the same data volume. To
study so, we trained sequence labeling parsers
on various languages to determine whether such

3For the details about the tested linearizations, we recommend
reading [1, 9, 10].

linearizations were equally data-hungry or not,
and whether rich-resource and low-resource lan-
guages showed similar patterns.

Research line 2 - Auxiliary data use of pre-trained
models. This line focused on the use of distance learn-
ing, such as reliance on parsers first trained for rich-
resource languages, encoders pre-trained on masked
language modeling, and auxiliary data, such as part-of-
speech tags, and examined their impact on the perfor-
mance of sequence labeling parsers for low-resource lan-
guages and domains:

1. The first goal involved using sequence labeling
models first trained on rich-resource languages.
These models were then fine-tuned in a second
phase on low-resource languages. We applied
this strategy in both zero-shot and few-shot se-
tups. The zero-shot setup operates under the as-
sumption that there is no available data for the
low-resource language. However, we expect that
a related rich-resource language can still help
obtain meaningful outputs for the low-resource
languages. The few-shot setup, on the other hand,
assumes that some data is available. This data is
used to continue fine-tuning the model initially
pre-trained on the rich-resource language. Al-
ternatively, under the few-shot setup, this phase
also involved training the model in a single phase
by merging low-resource training data with data
from a related rich-resource language.

2. The second goal aimed to use related or distant
tasks that provide useful information about the
syntactic structure of the languages, to assess
their impact on sequence labeling models for low-
resource languages. On one hand, the first task
involved leveraging morphological information
for sequence labeling parsers in both low- and
rich-resource languages. On the other hand, we
explored the use of language models as encoders
for sequence labeling tasks. This involved directly
outputting vector representations into a sequence
of labels to reconstruct the tree, and analyzing
its performance on data-scarce tongues. The hy-
pothesis was that during the pre-training phase,
the language model would learn to encode useful
information about the syntactic structure of seen
languages in its latent representational space.

Research line 3 - Data augmentation techniques for
low-resource dependency parsing. This research
line explored methods for generating synthetic data to
train dependency parsers for languages that suffer from
a scarcity of resources. Initially, we considered various
strategies, including techniques such as cropping and



rotating, as well as semi-automatically annotating sen-
tences. Finally, we focused our efforts on adapting syn-
tactic resources annotated in a rich-resource language to
alow-resource language, treating the task as a word-level
translation problem that takes into account morphologi-
cal information to maintain annotations across languages.
We found this strategy adequate for the purpose of the
project as it offers explicit properties that should facili-
tate the transfer of language structure from resource-rich
languages to related, less-resourced ones.

4. Results

Linearizations for parsing as sequence labeling. In
[9] we proposed a new family of sequence labeling encod-
ings based on brackets. In short, these encodings use a
special kind of shorthand - a series of symbols like brack-
ets and slashes - to describe which words are connected
and how. This type of linearizations is particularly well-
suited for certain low-resource languages such as Ancient
Greek, and also languages with high non-projectivity,
which represents language with relatively free word or-
der. In [10] we propose a set of novel linearizations from
existing transition-based algorithms. The code is avail-
able at https://github.com/mstrise/dep2label-bert, and
it supports large language models such as BERT as en-
coders to exploit learned structure of languages during
its pre-training phase.

Not All Linearizations Are Equally Data-Hungry in
Sequence Labeling Parsing [11]. The paper sum-
marized the main outcomes from our research line 1. It
focused on the effectiveness of various sequence label-
ing encodings for dependency parsing, particularly in
the context of low-resource languages. It compared the
performance of different encodings—head selection, rela-
tive position, bracketing, and mapping from transition-
based subsequences — under the constraints of limited
training data. The findings suggest that while head-
selection encodings may perform better in data-rich en-
vironments, bracketing encodings show greater promise
in low-resource settings. This insight is crucial for devel-
oping more effective parsing strategies in languages with
scarce computational resources. The study highlighted
the complex connection between how information is en-
coded and the availability of resources.

Parsing linearizations appreciate PoS tags - but
some are fussy about errors [12]. This paper sum-
marized some of the findings that resulted from our sec-
ond research line of work. Particularly, it investigated
the role of Part-of-Speech (PoS) tags in sequence label-
ing parsing in low-resource settings. It highlighted that

even low-accuracy PoS taggers can enhance parsing per-
formance, especially when more PoS tag than depen-
dency tree annotations are available. This study is sig-
nificant in computational linguistics, offering insights
into the nuanced relationship between encoding strate-
gies and resource availability. It underscored the vary-
ing utility of PoS tags for sequence labeling models (as
well as for other parsing paradigms) and emphasized
the encoding-dependent impact of PoS tagging accuracy.
The research also explored how controlling PoS tag accu-
racy can influence parsing outcomes, providing valuable
guidance for future work on parsing models for under-
represented languages. The code was made available at:
https://www.grupolys.org/software/aacl2022/.

Cross-lingual Inflection as a Data Augmentation
Method for Parsing [13]. This paper introduced
a technique for creating ‘synthetic creole’ treebanks,
termed x-inflected treebanks, through cross-lingual mor-
phological inflection. This process required a source
language dependency treebank from a closely related
language, equipped with lemmas and morphological fea-
tures, alongside a morphological inflection system tai-
lored for the target language. To create the morphological
inflectors, we relied on UniMorph [14]. Our aim with this
approach was to produce x-inflected treebanks that mim-
icked the target language to a certain degree. For a greater
clarity, Figure 1 depicts an example from our paper sum-
marizing the high-level process of our method. The ob-
jective was to enhance parser performance for languages
that had scarce or no annotated data, by leveraging an
accurately trained morphological inflection system. This
system was then applied to a related rich-resource tree-
bank to approximate the linguistic characteristics of the
target low-resourced language. The code was made avail-
able at: https://github.com/amunozo/x-inflection.

The Fragility of Multi-Treebank Parsing Evaluation
[15]. This paper examined the impact of treebank
selection on parser performance evaluations, drawing
on insights and evaluation issues that we observed
during the development of the project. It specifically
demonstrated how parser rankings, in terms of perfor-
mance, could vary significantly across different treebank
subsets, challenging the reliability of evaluations based
on a single subset. The results from several experiments
emphasized the need for meticulous treebank selection to
ensure robust, comprehensive, and unbiased evaluations.
The study also highlighted the challenges in formulating
selection guidelines and cautioned against strategies that
might lead to weak conclusions. Interestingly, it revealed
that the disparity in effectiveness between sequence
labeling parsers and traditional parsers was considerably
smaller for languages with fewer resources compared to
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Figure 1: Example of an x-inflection process for a target low-
resource language (Galician) from a rich-resourced language
(Spanish). Image taken from [13].

those with more. The code was made available at https:
//github.com/MinionAttack/fragility_coling 2022.

After the project, continuing the research lines, additional
results were also published:

Another Dead End for Morphological Tags? Per-
turbed Inputs and Parsing [16]. This paper focused
on a low-resource domain: how to perform effective pars-
ing when the input text is highly corrupted with many
lexical errors, which could be due to natural causes or
adversarial attacks. These attacks could involve remov-
ing a character, adding a character, replacing a character,
or switching two symbols. In our study - linguistically
diverse, but for now restricted to languages using the
Latin alphabet - we looked at 14 different sets of lan-
guage data and found some interesting results. When
we tested under such types of corrupted inputs, adding
morphological information (such as universal, specific
part-of-speech tags, and very detailed morphological fea-
tures) actually (and counterintuitively) made the perfor-
mance of traditional parsing models decline faster. How-
ever, for sequence labeling parsers, adding this kind of
information was beneficial, like the ones proposed in our
project was beneficial. The code to replicate the experi-
ments and create adversarial attacks was made available
at: https://github.com/amunozo/parsing_perturbations.

Assessment of Pre-Trained Models Across Lan-
guages and Grammars [17]. In this paper, we built
upon our initial ideas from our second line of research,
to introduce the first comprehensive framework that
spans multiple paradigms and languages, aimed at recov-
ering syntactic structures, including both dependency
and constituent types, as learned by language models.

This method serves as a proxy to estimate the extent of
syntactic structure encoded by these models for various
languages, which is of interest for both rich-resource and
low-resource languages. To achieve this, we first care-
fully selected a diverse array of language models, differ-
ing in their scale, language pretraining objectives, and to-
ken representation formats. Then, to extract dependency
and constituent structures directly from them, we used
existing sequence labeling encodings for tree parsing. By
adding just a linear layer on top of this type of encoders,
we transformed continuous vector representations into
discrete labels. The results showed that, for languages in-
cluded in the pretraining data, sequence labeling models
can be trained much more effectively, with the amount
of available fine-tuning data not being a primary fac-
tor. The code for this research was made available at
https://github.com/amunozo/multilingual-assessment.
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