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Abstract
Timed Petri net (TPN) is a type of Petri net for modeling concurrent systems that incorporates time durations

as first-class citizens. This paper provides a means for analyzing TPN by runtime verification, a lightweight

verification approach where a single run of a system is monitored. In particular, we assume the discrete-time

semantics of TPN. We propose a TPN module for the definition and analysis of a TPN in the runtime verification

framework TeSSLa, which is composed of the TeSSLa language, an interpreter, and a dedicated hardware monitor

for online real-time analysis with minimal intrusion. The TeSSLa interpreter receives the definition of the TPN,

the properties to analyze, and a set of execution traces and outputs an evaluation report. Our solution provides

an efficient and user-friendly approach for the runtime verification of concurrent systems that are described by

a high-level modeling language. For a practical evaluation of the approach, we have used parts of the library to

model and analyze the workflow for examining specimens within the pathology department of Bergen’s hospital.
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1. Introduction

A Petri net (PN) is an automaton-based modeling formalism that is suitable for describing concurrent

systems [1, 2]. In particular, timed Petri net (TPN) is a type of PN that incorporates time durations for

transitions as first-class citizens [3]. Time information in Petri nets is represented in different formats,

including discrete and continuous semantics, which helps organize events in simulation traces [3].

The distinct features of time mechanisms depend on the specific application domain, such as whether

event durations are modeled using deterministic or random variables, and whether time is linked to

places [4], transitions [5] or tokens [6] in the PN. For this paper, we assume discrete-time semantics of

TPN, aligning with the time semantics from Colored PNs and its companion, the CPN Tools framework

[7].

There already exist tools and algorithms for computing and analyzing the properties of the TPN

and its state space [8]. Nevertheless, some properties are unfeasible or impossible to statically analyze

on a TPN, specially for infinite state spaces. Hence, the simulation of TPNs arises as an alternative to

the exhaustive exploration of those systems. Thus, the simulation of a TPN returns an execution trace

whose events are sorted by timestamp. The inspection of the execution logs can still solve interesting

questions and, for instance, extract performance metrics such as system response time or average

resource usage. This paper provides a means for analyzing TPN by runtime verification, a lightweight

verification approach concerned with verifying a single system run by means of monitoring [9].

To this end, we propose the monitoring of time-related properties in the TeSSLa (Temporal Stream

Based Specification Language) framework, a Stream Runtime Verification (SRV) language [10, 11]
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with an associated tool chain, including an interpreter and compiler. TeSSLa offers more flexibility

than conventional ad-hoc extensions for programming software monitors for TPN and formalizes the

execution traces in terms of streams. Transition-events from a TPN execution serve as input-events

to TeSSLa. To simplify writing concise TeSSLa-specifications for TPN models, we have developed

a TeSSLa library with functions for monitoring (timed) properties of Petri nets. Additionally, the

TeSSLa framework offers the possibility to deploy a virtual copy of the TPN in a hardware device for

online real-time analysis of systems with minimal intrusion, if no properties are monitored which

require dynamic data structures.

The paper is organized as follows. Section 2 gives an overview of the relevant features of TeSSLa.

Then, we present the basic concepts of a TPN and our new TPN library in Section 3. A case study

illustrates the capabilities of our approach in Section 4. Section 5 outlines the related work. Finally,

Section 6 gathers the conclusions and outlines the future work. A public repository contains the input

models, intermediate files, and results presented in this paper, as well as a video illustrating the full

workflow with the Titan tool [12].

2. Preliminaries: TeSSLa framework

We make use of the Temporal Stream Based Specification Language (TeSSLa) for monitoring runtime

properties on TPNs. TeSSLa is composed of a specification language [10] and a tool chain [11] for Stream

Runtime Verification (SRV). SRV formulates a monitoring property in terms of a stream transformation

from input streams to output streams bearing information about the monitored property. SRV allows

for more complex monitor outputs than just truth domain verdicts which only indicate whether the

monitored property is satisfied by the received trace or not. For instance, an SRV monitor can calculate

statistics on the received data such as the average duration during the occurrence of specific events.

The fundamental concept of SRV is the concept of a stream. TeSSLa uses timed streams, i.e., streams

where every event has a timestamp from a global time domain T (e.g., N or R) attached. TeSSLa assumes

monotonicity and continuity of streams [10]. In other words, the output streams are based on the

previous values of the input streams, and the output events can be computed incrementally (i.e., they

are future independent). Continuity implies time progression, so the clock increases a finite number of

time units until a new event happens.

As already stated, a TeSSLa specification defines a set of input streams and their types. Events

from these streams are incrementally fed from outside to the monitor, which is generated from the

specification. The specification additionally contains definitions of intermediate streams. Therefore,

it assigns expressions over input- and intermediate streams to the identifiers of intermediate streams.

Some of the intermediate streams are marked as output streams. The events of these output streams are

incrementally printed by the monitor as soon as all input events they depend on have arrived.

The expressions used for stream definitions in TeSSLa are applications of six core operators on input

or intermediate stream identifiers. These core operations provide basic functionality, like applying

a function to the current values of other streams, accessing last events, retrieving the timestamp of

certain events, or generating events at new timestamps. The TeSSLa implementation [11] allows the

definition of functions that can be lifted to streams directly in the specification in a functional style.

Additionally, it provides the possibility to define macros, i.e., new operators based on the core operators.

The implementation also comes with a standard library of several frequently used macros.

3. TeSSLa Library for Monitoring Timed Petri Nets

The TeSSLa library we have developed for this paper offers dedicated macros and functions for mon-

itoring complex (timed) properties of Petri nets. SRV is a useful approach for monitoring advanced

properties, like the residence time of tokens in a place or the throughput of certain transitions, on

simulated or real executions of Petri nets. In this context, SRV is able to complement the static analysis
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of the Petri net, especially for properties where a static determination is impossible or intractable

because of infinite state space.

Worker

Todo Finished

...

...

...

t0

t1 t2

� 2h

2

2

t3

Figure 1: Example of a timed Petri net

Generally speaking, a Petri net is composed

of places, transitions, arcs, and tokens flowing

through the net. The notions of parallelism,

synchronization or shared resources are de-

termined by the way the places and transi-

tions are connected. We work with a timed

extension of Petri nets (TPNs), where timed

transitions fire a token to the following place

according to a predefined delay. For example,

Fig. 1 shows such a TPN where the tasks in

the Todo place require two resources from the

pool of Workers in order to complete it in 2

hours (2h).

The functionality of the library is split into

two major parts. The first part contains meth-

ods for monitoring place-specific properties,

and the second one such for monitoring the token flow through the network. Common to both parts

are macros for modeling the network, or sections of it.

The overall idea of the library is that the information which transitions are firing at a certain time in

the Petri net are available as inputs of the TeSSLa specification. Therefore, each relevant transition in the

net has a corresponding input stream in the specification. The events of this stream carry information on

how often the transition is fired at the particular timestamp. Places are modeled through corresponding

macros described below. Each place-macro makes use of all the input streams corresponding to its

incoming and outgoing transitions: through this construction, the place-macro essentially becomes a

monitor encapsulating the place in the net, and the output-streams of these macros can be connected

in the TeSSLa specification to implement local or global observers. The translations of the Petri net

into this part of the specification follow a fixed scheme and can be automated. Fig. 2 shows a TeSSLa

specification for the scenario from Fig. 1, which will be described below.

1 import P e t r i N e t . NonTokenTracking . P l a c e s
2 import P e t r i N e t . NonTokenTracking . T r a n s i t i o n s
3

4 in t 0 : E v e n t s [ I n t ]
5 in t 1 : E v e n t s [ I n t ]
6 in t 2 : E v e n t s [ I n t ]
7 in t 3 : E v e n t s [ I n t ]
8

9 def Worker = F IFOPlace ( a d d T r a n s i t i o n s ( t0 , de layTokens ( 2 ∗ t2 , 2h ) ) ,
10 a d d T r a n s i t i o n s ( 2 ∗ t2 , t 3 ) , 0 , None [ I n t ] )
11 def Todo = FIFOPlace ( t1 , t2 , 0 , None [ I n t ] )
12 def t i m e C r i t = Todo . maxWaitTimeT ( t ime ( p e r i o d ( 1 0 min ) ) ) > 5h
13 def e r r o r = t i m e C r i t && Worker . tokenCnt >= 2
14 out e r r o r

Figure 2: Usage of the TeSSLa Petri net library, for the scenario depicted in Fig. 1

Arcs of the network are represented as intermediate streams of custom type Token. Places are

modeled concretely by macros FIFOPlace or LIFOPlace which internally maintain the tokens given

to the place as queue or stack, depending on the policy which is suitable for the place. Further macros

(newTokens, mergeTokens, convertTokens and delayTokens) allow to implement the behavior

of (timed) transitions to pass tokens between the places. They do so by receiving streams of individual

tokens from the places and recombining them to input streams of other places. This way, the library

allows observations about the specific token flow in the network, even if this information is not directly

provided by the network or the corresponding real-world application.
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For monitoring of place-specific properties, the library provides functions to receive the number

of tokens in a place and to detect under- or overflows of the place, if a maximum token capacity is

given, as well as functions to measure the minimum, maximum and average dwell time of tokens in

a place. Concerning flow-specific properties, the Token type which is used in the library allows to

have IDs and clock values attached to specific tokens. If a token passes a certain transition, it may get

a clock value attached which stores the timestamp of when the passing happened. If new tokens are

spawned, they inherit the clock value from their parents. Finally, the clock values of arriving tokens

can be used in other transitions in the network to measure the time that tokens needed for passing

through the network. With this information again the minimum, average and maximum time of this

token flow can be calculated and used to reveal quantitative parameters of the network or to check

temporal constraints.

If the complexity of the network does not allow the simulation of every individual token be-

cause of memory and computational restrictions, our TeSSLa library provides a sub-module named

PetriNet.NonTokenTracking. The PetriNet.NonTokenTracking sub-module, which is used in

Fig. 2, is a variant of the mentioned macros in PetriNet.TokenTracking where only the number

of tokens passing through the network and the time they remain in the places is recorded but not

the individual tokens. This version also contains functions which are providing information about

the number of tokens in certain places and e.g. their waiting time but is not capable of tracking and

attaching clock values to individual tokens.

In this case the number of tokens is calculated by a multiplication between the weights of the

transitions and the input streams which indicate how often these transitions are triggered. Finally, the

macro addTransitions asynchronously sums up the token numbers from the different transitions,

e.g., in the case of Worker, which receives tokens from t0 and t2. The timed behavior of transition

t2 (holding tokens back for two hours) is modeled by a call to delayTokens which retards an event

from stream 2 * t2 by two hours. Note that in TeSSLa it is possible to directly use time units in the

specification. As third and fourth parameters, the FIFOPlace accepts the number of initial tokens

in the place (0 in our example) and optionally (not used here) a maximal token capacity of the place,

which can be used to monitor that the place is not overflowing.

The macro FIFOPlace returns a structure of several streams which bear information about the

current state of the modeled place. One of them is the stream maxWaitTimeT(t) which contains the

amount of time the longest-waiting token has remained in the place up to the timestamp 𝑡, passed as

argument. In line 12, we define a Boolean stream timeCrit where we check if a token has waited

more than five hours in the Todo place. We evaluate this stream on a ten-minute basis by triggering it

with period(10min). Finally, the output stream error raises a true event whenever the waiting time

in the Todo place is critical and more than two tokens in Worker are available, i.e., workers are not

immediately taking a job that is due.

4. Case study: Pathology Laboratory

We have applied our approach to a real-world use case at Haukeland University Hospital (HUS) in

Bergen, Norway, who are currently investigating and implementing tools for digital pathology. A major

part of that topic is chiefly concerned with machine learning for digital image analysis [13]. However,

an equally important role is played by tools that support, monitor, and steer the production workflow

of the digital pathology images, which happens in the laboratory [14]. Our case study is based on

simulation and analysis of that workflow.

The Histology Workflow. Pathology is the study of the causes and effects of diseases. Histology
is one of the major sub-disciplines of pathology and describes the study of tissue specimens under

a microscope. With over 55 000 analyzed cases every year
1
, the histology division at the pathology

laboratory at Haukeland Hospital handles the biggest share of incoming pathology specimen and is the

focus of the remainder of this case study. Before a pathologist can analyze a tissue specimen under a

1

Numbers are from 2022. There is an expected case growth rate of 1.5% every year.
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microscope, or nowadays, with the advent of digitization in this field, on a screen [13], the specimen has

to undergo an elaborate “preparation process” in the pathology laboratory. We will sketch this workflow

and its stages using a simplified presentation, which is depicted in Fig. 4 in the Appendix and based on

[14].

The Case Study’s Goals. A central goal at the hospital is to develop means that help optimizing

the laboratory throughput rate by intelligently utilizing the limited resources. Due to the high degree

of manual activities, variations among the numbers and complexity of incoming specimens, and also

variations in the characteristics of the workflow resources (worker availability, worker’s experience

and skill level, etc.), this poses a challenging task. The approach proposed in [14] is to apply process
mining to create a workflow model from existing event logs. The resulting workflow model can then

be used for simulation purposes, which produce statistics and performance measures. The latter can be

utilized by a planner or a similar tool to assess the utility of concrete actions in order to optimize the

workflow. Actions in this scenario are changes to the workflow configuration, e.g., how many worker

resources are available or how specimens are routed to which workflow branch (i.e., lab).

Out of the available workflow modeling formalisms, we have chosen PNs to model the histology

workflow since they can faithfully model the “pathology tokens” (cases, cassettes, blocks, slides) flowing

to the different processing steps of the lab simultaneously. However, modeling the “real” pathology

lab at Haukeland with all its sub-laboratories and optional processing steps results in a much more

complicated version than the one presented in Fig. 4. In this case study, we restrict to the histology lab

in order to analyze the resulting performance. Concretely, we will be interested in the following key

performance indicators (KPIs): (i) What is the minimum, maximum and average time that a case spends

in the pathology lab from registration to final report (the case turnaround time)? (ii) Is the number of

cases waiting on grossing, the number of blocks waiting on sectioning, or the number of slides waiting

on staining growing indefinitely or not (i.e., is the current case arrival rate sustainable for the currently

available resource configuration)?

Implementation of the pathology workflow as TPN. The files for the case study project (i.e., a

detailed Petri net model, the TeSSLa specification and the output report) are located together with the

TeSSLa library for TPNs in the git repository [12] and included in the Appendix. The transitions of the

Petri net are annotated with the average execution time per activity. Those times were calculated by

our partners at the hospital, who had access to the historical event logs produced by the information

system in the lab. By applying process mining [14], durations for each activity were derived from the

raw event data. By combining results of the statistical aggregation functions mean and median for each

activity, the “average” time could be calculated in order to produce meaningful simulation results in this

first iteration. Shared resources include their initial marking, and the weights on the arcs represent the

number of tokens they produce or consume. For instance, the grossing stage creates on average three

cassettes per specimen, which are later processed in batches of one hundred blocks by the processing

machine. Machines generally work on batches of tokens, while a technician handles one token at a

time. Also, the lab technicians who perform the various manual activities in the lab are modeled as one

shared resource pool.

The computation of the KPIs of our case study relies on the simulations of the TPN in Titan [15]. The

TeSSLa interpreter receives the simulation trace with the list of fired transitions sorted by timestamp,

and the TeSSLa code uses the new TeSSLa library for analyzing TPNs. The first part of the TeSSLa code

defines the input streams, which corresponds to the transitions of the Petri net to monitor (the names

match with the names of the transitions of the TPN model in Titan). The places of the TPN are

instantiated as places with FIFO policy in the TeSSLa library, so that the TeSSLa interpreter can track the

flow of particular tokens through the net and compute the complete execution time since the beginning

(i.e., the grossing stage) to the end (inspecting the stained slides under the microscope).

Case study results. TeSSLa returns a report with the selected KPIs min, max and average time a

case spends in the pathology lab. Given the arrival rate of incoming specimens, the experiments prove

that the current configuration of the Haukeland University Hospital is properly scaled in terms of

processing machines and lab technicians because the diagnostics are completed within a working day.

For instance, cassettes are processed when they reach a batch size of 115 elements, the queue of blocks
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to be checked never exceeds 110 elements and the stained slides are inspected by the pathologists, every

time they reach groups of 20 items. At instant 84 248, TeSSLa reports that the avgRunTime is 80 737
seconds (one day has 86 400 seconds). Besides the fluctuation of the performance metrics through a

working day, the TeSSLa output also reports information about some places. For instance, it shows that

the cassettes periodically drain completely over time. The results are computed running a simulation

with 10 000 execution steps, which comprises around 6 working days in the pathology department. The

simulation and runtime monitoring take less than 9 minutes on a conventional PC.

5. Related Work

Time information is defined in various formats for Petri nets along the literature [3] (e.g., discrete vs

continuous semantics), and serves us to sort the events in simulation traces. Influenced by the specific

application fields, the distinguishing characteristics of time mechanisms are whether the duration of

events is modeled by deterministic variables or random variables and whether the time is associated

with Petri net places [4], transitions [5] or tokens [6]. In this paper, we align with the definition of

time proposed in Colored Petri Nets and its modeling framework CPN Tools [7]. CPN Tools already

supports the performance analysis of complex systems [16] and provides native monitors to be written

in SML. However, in our opinion, the usage of a dedicated Runtime Verification formalism together

with its framework is a benefit when it comes to the specification of complex (correctness) properties.

Nevertheless, we leave a thorough analysis of these approaches as future work. In addition, our

TeSSLa library can complement other PN tools that do not count on such monitoring formalism and

adapt the semantics to the traces that other PN tools generate.

TeSSLa belongs to the family of stream runtime verification languages. These languages have been

pioneered by LOLA in 2005 [17] which is a formalism for synchronous streams, while TeSSLa also

allows for asynchronous ones, i.e., such where the stream events do not have to be located on a fixed

time grid, but can appear at arbitrary timestamps over a dense time domain. Further prominent SRV

formalisms include the languages RTLOLA [18, 19] and Striver [20]. These languages can be considered

to be located between TeSSLa and LOLA, as they allow for restricted handling of asynchronous streams

and can therefore provide guarantees about monitoring resources. The TeSSLa representation of a

Petri net enables us to define local (at a single transition/place) or global (connecting multiple events

from transitions/places) properties on the flow of tokens. The tracking Petri net module in TeSSLa

tracks token-identities and their timestamps in a map-data structure. We note that this corresponds

to using Colored Petri net tokens that explicitly accumulate this data in a per-token history through

manipulation of each transition. Our monitoring-approach does not require any modification of the

inscriptions on the net, as any events are collected at runtime from the simulator. The global observation

capabilities through TeSSLa would also need to be modeled through dedicated modification of the net

structure.

6. Conclusions
In this paper, we have presented an approach for the analysis of timed Petri nets using runtime

verification techniques. In particular, we rely on the stream-based processing language TeSSLa for the

definition of the Petri net structure and the properties to check. We have provided a library for directly

representing the Petri net structure in TeSSLa, extended by capabilities to track the execution workflow.

The TeSSLa specification is driven by the transition-events from a run of the Petri net simulation

provided by an external tool. It is also possible to run the TeSSLa analysis on recorded traces, hence

there is no need to rerun e.g., CPN Tools while prototyping the specification. On top of the structural

scaffolding in TeSSLa, users can add monitors that observe the flow of tokens through the network and

compute domain-specific statistics.

As future work, we will continue improving the modeling and analysis capabilities of Petri nets in

stream languages such as TeSSLa. For instance, we will consider colors (i.e., data types) for treating

the tokens differently in Petri nets. Besides, we will include priorities and probabilities in the arcs
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and transitions of the Petri net. Additionally, we will improve the user experience and the usability.

For instance, we will provide templates for predefined useful dynamic properties the end user desires

to analyze (e.g., usage of resources or system throughput), so that the end user only have to choose

the right macro. Petri net modeling tools such as Titan could automatically translate the places and

transitions in the graphical model into the corresponding elements of the TeSSLa library, so that users

only need to define the desired properties in the TeSSLa specification.
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TeSSLa Specification for Pathology

The following files are available in the public repository and included here for reference.

1 import P e t r i N e t . TokenTracking

2

3 in G r o s s i n g : Ev e n t s [ I n t ]

4 in P r o c e s s i n g : Ev e n t s [ I n t ]

5 in D e c a l c i n a t i o n _ t : Ev e n t s [ I n t ]

6 in Embedding_automat ic : Ev e n t s [ I n t ]

7 in Embedding_manual : Ev e n t s [ I n t ]

8 in Case_Completeness_Checked : Ev e n t s [ I n t ]

9 in S e c t i o n i n g : Ev e n t s [ I n t ]

10 in S t a i n i n g _ a u t o m a t i c : Ev e n t s [ I n t ]

11 in S t a i n i n g _ m a n u a l : Ev e n t s [ I n t ]

12 in Scanning : Ev e n t s [ I n t ]

13

14 def t 1 = T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . newTokens ( 3 , G r o s s i n g ) , 4 7 4 )

15 def t s t a r t = T r a n s i t i o n s . s t a r t T i m e M e a s u r e ( 1 , t 1 )

16

17 def C a s s e t t e s P = P l a c e s . F I F O P l a c e ( t s t a r t , 115 ∗ P r o c e s s i n g ,

18 L i s t . empty [ Token ] , None [ I n t ] )

19

20 def P r o c e s s e d _ C a s s e t t e s P = P l a c e s . F I F O P l a c e (

21 T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . conver tTokens ( C a s s e t t e s P . tokenOut , 115 ∗

P r o c e s s i n g ) , 5 2 2 0 0 ) ,

22 T r a n s i t i o n s . a d d T r a n s i t i o n s ( 2 0 ∗ Embedding_automat ic , Embedding_manual ) ,

23 L i s t . empty [ Token ] , None [ I n t ] )

24

25 def BlocksP = P l a c e s . F I F O P l a c e ( T r a n s i t i o n s . mergeTokens (

26 T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . conver tTokens ( P r o c e s s e d _ C a s s e t t e s P . tokenOut , 20

∗ Embedding_automat ic ) , 1 0 4 1 ) ,

27 T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . conver tTokens ( P r o c e s s e d _ C a s s e t t e s P . tokenOut ,

Embedding_manual ) , 1 3 5 ) ) ,

28 10 ∗ Case_Completeness_Checked , L i s t . empty [ Token ] , None [ I n t ] )

29

30 def Checked_BlocksP = P l a c e s . F I F O P l a c e (
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31 T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . conver tTokens ( B locksP . tokenOut , 10 ∗

Case_Completeness_Checked ) , 3 0 ) ,

32 S e c t i o n i n g , L i s t . empty [ Token ] , None [ I n t ] )

33

34 def S l i d e s P = P l a c e s . F I F O P l a c e (

35 T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . conver tTokens ( Checked_BlocksP . tokenOut ,

S e c t i o n i n g ) , 1 3 9 ) ,

36 T r a n s i t i o n s . a d d T r a n s i t i o n s ( 2 0 ∗ S t a i n i n g _ a u t o m a t i c , S t a i n i n g _ m a n u a l ) ,

37 L i s t . empty [ Token ] , None [ I n t ] )

38

39 def S t a i n e d _ S l i d e s P = P l a c e s . F I F O P l a c e ( T r a n s i t i o n s . mergeTokens (

40 T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . conver tTokens ( S l i d e s P . tokenOut , 20 ∗

S t a i n i n g _ a u t o m a t i c ) , 3 6 0 0 ) ,

41 T r a n s i t i o n s . de layTokens ( T r a n s i t i o n s . conver tTokens ( S l i d e s P . tokenOut , S t a i n i n g _ m a n u a l

) , 3 6 0 0 ) ) ,

42 20 ∗ Scanning , L i s t . empty [ Token ] , None [ I n t ] )

43

44 @VisDots

45 out C a s s e t t e s P . tokenCnt

46 @VisDots

47 out P r o c e s s e d _ C a s s e t t e s P . tokenCnt

48 @VisDots

49 out BlocksP . tokenCnt

50 @VisDots

51 out Checked_BlocksP . tokenCnt

52 @VisDots

53 out S l i d e s P . tokenCnt

54 @VisDots

55 out S t a i n e d _ S l i d e s P . tokenCnt

56

57 out T r a n s i t i o n s . maxTime ( T r a n s i t i o n s . s topTimeMeasure ( 1 , S t a i n e d _ S l i d e s P . tokenOut ) . t i m e s ) as

maxRunTime

58 out T r a n s i t i o n s . minTime ( T r a n s i t i o n s . s topTimeMeasure ( 1 , S t a i n e d _ S l i d e s P . tokenOut ) . t i m e s ) as

minRunTime

59 out T r a n s i t i o n s . avgTime ( T r a n s i t i o n s . s topTimeMeasure ( 1 , S t a i n e d _ S l i d e s P . tokenOut ) . t i m e s ) as

avgRunTime
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Figure 3: TeSSLa report including execution times and number of tokens per place
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Figure 4: Petri net for the Pathology workflow at HUS
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