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Abstract

In our general research we study adaptive systems of autonomous agents – with a strong emphasis on agents in cyber-physical systems (CPS). To enable adaptivity, we have a special interest in agents that are embedded into an overall structure, called: organisation. Our Sonar formalism is a specification of the organisational structure; it is based on Petri nets.

In this contribution we investigate the whole life-cycle of Sonar models, from (i) the analytical usage in the design phase, over (ii) their use as configuration data in the deployment phase, to (iii) their use as a digital twin used for cost-benefit reasoning at run-time during the Sonar-MAPE-Loop.

We also present a rule set of transformations for Sonar models. These rules are applicable at different phases of the life cycle: They are used by the modeller at design time, e.g. to refine an early, abstract model into a more concrete one; they are also used by the run-time engine, i.e., the Sonar-MAPE-Loop, as adaption operations during a self-modification.

Remarkably, these two phases – design and run-time – are intertwined in a cyclic way: Obviously, the Sonar-model (usually amended by an deployment profile, called cube-protocols) is used to instantiate the running multi-agent system; but, conversely, we use process mining techniques to (i) adjust the deployment profile in a re-configuration phase or (ii) to trigger a complete re-design phase of the Sonar-model.
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1. Sonar-Models for Cyber-Physical Systems

Our application are Cyber-Physical Systems (CPS) [1, 2, 3]. We follow an agent-oriented approach to CPS [4] since central concepts of agents (like autonomy, negotiation in case of conflicting goals, etc. [5]) fit very well. For example, agent based implementation approaches are studied within the manufacturing [6] and energy system [7] domains. Implementations of agents in industrial settings are supported by numerous works, e.g. deriving design patterns [8, 9], integration approaches [10, 11] and recommendations for deployment options [12]. These approaches enable autonomous, possibly goal-oriented, system elements in industrial and cyber-physical settings. For multi-agent systems (MAS) it is quite common to complement these concepts, which mainly address the micro level, i.e., the agent side of a MAS, with concepts for the macro-level, like hierarchies, roles, norms, teams, interaction protocols, etc. This approach is known as an organisation-based MAS (Org-MAS for short) [13, 14].

As a major challenge we consider the demand for adaptivity [15, 16] for these systems, especially if adaption has to happen at run-time. The basic pattern for adaption at run-time is known as the MAPE-loop (monitor, analyse, plan, execute) [17, 18]. It is widely assumed that it is beneficial to embed
the system’s model into the system so it can be used as knowledge during the MAPE-loop, an approach known as models at run-time [19, 20].

In previous work [21] we identified four research challenges RC1 - RC4 for organisation-based MAS in the CPS domain, which we recall here in short:

- Mining of Organisational Models (RC1): We will use techniques from process mining [22] to obtain organisation models. As a speciality we treat mining as an ongoing, i.e., online process, which takes execution data from logs together with the current organisational model and generates a more appropriate model as a modification of the current one using incremental techniques like [23, 24].

- Application Specific Support for Model Transformation (RC2): We need transformations, like refinement operations, which are specifically designed for organisation models in the domain of cyber-physical systems.

- Organisation Embedding and Execution Environment (RC3). Here, we study how we integrate organisation models into a heterogeneous MAS in a (semi-)automated way. We argue that, especially for adaptive systems, it is desirable to maintain the model as an run-time object to support reflection and self-modification. This approach is known as models@run.time [19, 20].

- Development Support (RC4): For the practical use we have a need for patterns of inter-agent structures (auctions, voting, social choice, etc.) in order to reflect best practices in industrial MAS development. We have to study whether it is possible to incorporate these patterns as a kind of profile when the organisational model is deployed into a MAS.

Here, we study these challenges in the context of our Sonar framework [25, 26]. A Sonar model is an Org-MAS specification that is designed to support the agents to deal with the system’s tasks. A Sonar model describes the formal, organisation part of the MAS. More concretely, a Sonar model is deployed as an Org-MAS, i.e., a network of OPAs (organisational position agents). These OPAs represent the organisation as a macro structure; they enable the cooperation patterns pre-described by the organisation and supervise the organisational constraints. They represent a position within the organisation hierarchy, which comes with roles and obligations. However, the OPAs (organisational position agents) are not responsible to implement these roles and obligations, because this is the responsibility of the OMAs (organisational member agents). Each OPA acts as a proxy of its OMA into the organisation. In the context of CPS the OMA usually represents an entity like a machine.

Example Figure 1 shows our standard example Org-MAS to illustrate the OPA/OMA network. It consists of a formal organisation containing another organisation as a sub-part. We have the position executive represented by an OPA. This OPA is connected to Alice, which is an OMA implementing the position. Note that we allow for OMA-OMA interaction, e.g., between Alice and Bob, but his interaction is somehow private and has to be distinguished from an ‘official’ organisation interaction that takes places when Alice and Bob communicate via their OPAs Executive Operator A. Fiona is an example for an outside agent not belonging to the Org-MAS, i.e. an agent that neither is an OPA nor an OMA.

![Figure 1: The Org-MAS deployed as an OPA/OMA network (adapted from [25])](image-url)
Aim of the Paper  In this paper we will address the research challenges from the perspective of the organisational Sonar-model underlying the systems. We present our vision how the four research challenges will be addressed in the life-cycle of Sonar-models in an integrated way.

In Section 2 we explain the general connection between the organisation model with a given underlying cyber-physical system (CPS). Section 3 describes the use of Sonar-Models, i.e. their life-cycle. As our MAS is self-adaptive we present basic transformation operations for Sonar-models in Section 4. Section 5 demonstrates how the self-adaption mechanism exploits our basic transformation operations in combination with given CPS key performance indicators (KPI) to establish a cost-benefit based reasoning to enable a goal-directed adaption at run-time. Section 6 illustrates the presented concepts by studying the price-of-anarchy in organisations for the example of a well-known coordination game: the battle-of-sexes scenario. The work ends with a conclusion and outlook.

Related Work  The central approach to adaptivity in software engineering is known as the MAPE-K approach, i.e., MAPE with knowledge K, where the knowledge has much in common with the organisational concepts [15, 27]. A rational approach to adaption based on cost-benefit reasoning is studied in [28]. The work presented here also has some connections to our research on adaption state spaces [29, 30], which we have studied for the self-modifying Petri net class of HORNETS [31, 32, 33].

Prominent examples of Org-MAS from the design and implementation perspective are AGR [34], MOISE [35], and OPERA [36]. An overview is given in the handbook of Dignum et al. [37]. A complementary approach to organisational design comes from Process Mining [22], which also includes the mining of structures.

2. Connecting a CPS with its Organisation

We follow an agent oriented approach to CPS [4]. The organisational network of OPAs can be seen as an overlay onto this CPS, which gives the system a desired structure. Agents are used to control and represent physical devices (e.g. according to [38]). Thus, each CPS component acts as a member agent, i.e. an OMA, of the Org-MAS. Let us have a look at the basic perspective on these CPS agents, i.e. to consider them as a network of autonomous components with sensors and actuators.

2.1. The underlying CPS

The CPS defines some conditions on the systems as it provides the existing sensors and actuators. The world state is accessible only via the given sensors and the agents can manipulate the world only via the given actuators.

We assume that the MAS state is not directly observed, but observed. There are two classes:

1. Boolean observables $\phi^B : States \rightarrow B$, i.e., $\phi^B(state)$ is a state predicate.
2. Quantified observables $\phi^R : States \rightarrow R$, i.e., $\phi^R(state)$ is a key performance indicator (KPI).

Agents observe the system only by these sensors, i.e., they cannot distinguish states that are indistinguishable by sensors. For each MAS we assume a given set of state predicates and one of KPIs.

Actions define the operations in the teamwork protocols: $act : States \rightarrow States$. We assume a given set $ACT$ of actions for our CPS.

Definition 1. A cyber-physical system (CPS) is modelled as the tuple

$$CPS = (States, \Phi^B, \Phi^R, ACT)$$

- $States$ is the set of all system states.
- $\Phi^B$ is a set of Boolean observables $\phi^B : States \rightarrow B$.
- $\Phi^R$ is a set of quantified observables $\phi^R : States \rightarrow R$ (performance indicators).
- $ACT$ is a set of actions.
The agents’ activities are structured by agent interaction protocols. It is convenient to use a multi-party variant of the well-known workflow nets [39, 39] to specify these protocols. These nets are called distributed workflow nets (Dwfn) [40, 26]. We assume that each agent activity in the interaction protocol D is connected to an action, i.e., it has a specified effect on the observables.

These Dwfn are interactions between roles $R \subseteq \mathcal{R}$, where a role induces a fragment $D[R]$, i.e., a subnet of the workflow, which contains the part that is assigned to $R$. Agents must have the required capabilities to implement a role, and the role must own the required rights to execute the actions that are part of the role fragment.

### 2.2. The Organisational Overlay: Sonar

In the following we consider a multi-agent perspective for CPS [4]. Additionally, we use organisations (here: organisation-based MAS, short: Org-MAS) to structure the systems in the large [3, 41]. This organisational structure of the MAS can be seen as a system overlay [3, 41]. We use Sonar as our organisation framework. In the following, we recall some basics and refer to [25, 26, 42, 43] for details.

**Sonar-Tasks** A central concept for Sonar is that of a task. A task $p_0$ is an obligation for an agent (generated either from the environment or the MAS itself) to reach a state by taking actions in a way that (i) satisfies the goal $\text{goal}(p_0)$, which is a formula defined using the boolean observables, and (ii) optimises the effect on the KPI. We assume a given set $P_0$ of initial tasks. An initial task is triggered by the observables by if-then rules, denoted as:

$$\text{if } (\text{trigger}) \text{ then } (\text{create initial task } p_0 \in P_0) \text{ end}$$

Here, a trigger is an expression in propositional logic where we have the boolean observables $\phi^R$ and the inequalities ($\phi^R \leq x$) for each quantified observable $\phi^R$ and each value $x \in \mathbb{Q}$ as logical atoms. We use $(\phi^R \geq x)$, $(\phi^R = x)$, $(\phi^R < x)$, etc. as abbreviations. A state $s$ enables the task if its trigger evaluates to true in $s$.

**The Sonar-Organisation** We assume a given cyber-physical system CPS and a set $TR$ of trigger rules. An organisation $\text{Org} = (\mathcal{N}, \mathcal{O}, \mathcal{R}, \mathcal{D})$ consists of an organisation net $\mathcal{N}$, a set of OPAs $\mathcal{O}$, a set of roles $\mathcal{R}$, and a set of Dwfn $\mathcal{D}$ that is based on these roles. Our standard example for a Sonar organisation is shown in Figure 2. It has one initial task $p = \text{task}^p_{\mathcal{PC}[\text{Prod, Cons}]}$ for the OPA $O_1$, placed at the top. Here, $O_1$ has the obligation to handle the task via the protocol $\mathcal{PC}[\text{Prod, Cons}]$. In this case, $\text{Prod}$ and $\text{Cons}$ are all the roles in the Dwfn $\mathcal{PC}$. The highlighted part of the net describes a Sonar-Team that has been formed at run-time to handle the task. The existing conflicts have been resolved by reasoning of the OPAs. Note that conflicts are always internal to OPAs.

The organisation net $\mathcal{N} = (P, T, F)$ is a Petri net [45], where each place is of the form $p = \text{task}^a_{\mathcal{D}[R]}$, which describes a task or sub-task for the agent $a$ to establish the role part $R$ of the Dwfn $D$. The tasks are either generated in the environment or they are sub-tasks, generated by the organisation itself. A place $p$ is a task whenever $p = 0$ and we set $P_0 = P_0(\text{Org}) := 0 P := \{p_0 \in P | p_0 = 0\}$.

Each task is handled by the transitions of the organisation net, which are called team-operators. We have four types of operators:

1. Delegate: The task to implement Dwfn $D[p]$ is delegated from agent $a$ to $b$. Only the delegation operation delegates the ownership of a task.
2. Split: The task to implement $R = \{r_1, \ldots, r_n\}$ in $D$ is split into $n$ sub-tasks to implement $\{r_i\}$ in $D$.
3. Refinement: The Dwfn $D[p]$ is replaced by $D'[r_1, \ldots, r_n]$, which has to be a behaviour equivalent refinement, i.e. they are bisimilar.
Figure 2: A Sonar-Organisation Model; highlighted: a Sonar-Team (adapted from [44])

Each team-operator \( t \) also imposes a constraint \( \psi(t) \in \Psi \) onto the execution of the generated team-Dwfn \( D_G \) where \( \Psi \) denotes a given set of constraints, which could be given in different ways, e.g. as a temporal logic specification or as stochastic constraints as we have done in [43].

Let \( \mathcal{A} \) be a set of OPAs. We define \( \mathcal{T} := \mathcal{T}_{\text{deleg}} \cup \mathcal{T}_{\text{split}} \cup \mathcal{T}_{\text{refine}} \cup \mathcal{T}_{\text{assign}} \) as:

\[
\begin{align*}
\mathcal{T}_{\text{deleg}} & := \{ d^\psi(\{\text{task}^b_{D[r]}\}, \{\text{task}^a_{D[r]}\}) \mid D \in \mathcal{D} \land r \in R(D) \land a, b \in \mathcal{A} \land a \neq b \land \psi \in \Psi \} \\
\mathcal{T}_{\text{split}} & := \{ s^\psi(\{\text{task}^a_{D[r_1]}, \ldots, \text{task}^a_{D[r_n]}\}, \{\text{task}^a_{D[r_1]}, \ldots, \text{task}^a_{D[r_n]}\}) \mid D \in \mathcal{D} \land \{r_1, \ldots, r_n\} \subseteq R(D) \land n > 1 \land a \in \mathcal{A} \land \psi \in \Psi \} \\
\mathcal{T}_{\text{refine}} & := \{ r^\psi(\{\text{task}^a_{D[r]}\}, \{\text{task}^a_{D'[R]}\}) \mid D, D' \in \mathcal{D} \land D \neq D' \land D[r] \approx D'[R] \land a \in \mathcal{A} \land \psi \in \Psi \} \\
\mathcal{T}_{\text{assign}} & := \{ e^\psi(\{\text{task}^0_{D[r]}\}, \emptyset) \mid D, D' \in \mathcal{D} \land a \in \mathcal{A} \land \psi \in \Psi \}
\end{align*}
\]

The set of all team operators is \( \mathcal{T} \). Each set \( T \subseteq \mathcal{T} \) of these operators induces a Sonar-Organisation Net \( N = (P, T, F) \) where \( P = T \cup T^* \). The flow \( F \) is also encoded in \( T \), i.e., for an operator \( t = \text{op}^\psi(X, Y) \in T \) where \( \text{op} \in \{d, s, r, e\} \) is given by \( \text{op}^* := X \) and \( t^* := Y \).

Team-Formation within the Sonar-MAPE-Loop The semantics of a Sonar organisational model [40] (i.e. the execution loop, called Sonar-MAPE-Loop) is defined on top of the operational semantics of Petri nets. Whenever a task is triggered we put a token on the corresponding place. For each task we fire transitions in the organisation net to handle the task: we delegate it to another OPA, refine the Dwfn, split the role in the Dwfn into sub-roles, or simply execute the task. The resulting structure is called a team. Formally, a team is a partial run [46] of the organisation net. Since the team operators assign execution are the only transitions with empty post-set, the empty marking is only reached whenever all sub-tasks are assigned. The underlying partial run is called a team \( G \). From this team \( G \) we can derive the Dwfn \( D(G) \) that defines the interaction among the involved agents. Then, the team develops a team plan – based on \( D_G \) – via negotiation.
Example For the organisation in Figure 2 the highlighted nodes define such a partial-order run, i.e. a team $G$. The three transition labelled with a hammer at the agents $O_1, O_2$ and $O_4$ show the assignment operators, so these agents really implement the roles in the team-Dwfn $D$. The team $G$ shown here will execute a team-Dwfn $D(G)$, that is generated as the composition of the services of final transitions:

$$D(G) = (PC_3[Prod_1] \parallel PC_3[Prod_2] \parallel PC[Cons])$$

The transition labelled with light bulbs denote ‘inner’ agents. They do not participate directly in the team interaction, but, since the constraints of inner agents have to be fulfilled in the execution of $D(G)$, too, these agents fulfil a coordinating purpose.

3. The Life-Cycle of Sonar-Models

The life-cycle of Sonar-models is shown in Figure 3. We start with some design goals. These are used in the design phase to develop a Sonar-organisation model and to generate some assumptions about the environment, i.e. the CPS. From these assumptions we derive a deployment profile (called Cube-Protocols) during the configure phase. For example, the Sonar-model specifies the obligatory nature of the organisational constraints. This might range of a ‘liberal-mode’ (i.e., organisational constraints are only recommendations for agents), over ‘liberal-with-reputation’ (i.e., agents are free in their decisions, but their behaviour is evaluated and a mismatch reduces their reputation), to ‘restrictive’ (i.e., for deviation against the organisational constraints is observed – using a sliding time window – and a violation is blocked). For this example the different deployment variants come along with an increasing implementation complexity.

Both parts, organisation model and deployment configuration profile are used to instantiate the Org-MAS (here: the OPA/OMA-MAS) together with the digital twin model of the organisation (cf. [47]). The latter is used during the planning phase of our Sonar-MAPE-Loop [43] to predict the costs and benefits of applying transformation during the self-adaption step of the MAPE-loop (cf. also Sect. 5).

The Loop generates log data, that is used for two purposes. We might update our assumptions about the environment, which will trigger a re-configuration of the deployment profile, while leaving the organisation model untouched. The second part uses process mining techniques to update the organisation model itself, which might trigger a complete re-design.

Note that we indeed have a live cycle here, as these two phases – design and run-time – are intertwined: Obviously, the Sonar-model is used to instantiate the running multi-agent system; but, conversely, we adjust the deployment profile in a re-configuration phase or even start a complete re-design phase of the Sonar-model.

The areas denoted RC1 to RC4 define research challenges for organisation-based MAS for CPS as identified in previous work [21]. From the life-cycle one observes that a Sonar-model is modified at different stages: during the design phase (cf. RC3) and during the re-design triggered by organisational mining (cf. RC1). Additionally, the Sonar-model is used as a part of the deployment stage (cf. RC4). The deployed Sonar-model is also object to transformations executed in a self-adaptive way (cf. RC2). These transformations are executed within the Sonar-MAPE-loop [43]. We study these transformations in more detail in Section 4.

Note that the research challenges nicely correspond to aspects of the Sonar live cycle. Therefore, we claim that the understanding of this live cycle is crucial to tackle our challenges.

4. Transformation of Sonar-Models by Refinement

The most elementary way to think about designing or re-designing a Sonar-model is given by model transformations, especially refinement (needed in the design and in the re-design phase) and abstraction (needed in the re-design phase mainly). We can identify transformations in all components of a Sonar-model. These transformations establish the basic transformations used in the self-adaption within the
Sonar-MAPE-loop. Note that there is a notion of an organisation of being well-formed [40] and we require these transformations to preserve well-formedness.

For each aspect of the specification $\text{Org} = (N, O, R, D)$ we have specific operations (the complete list is given in Figure 4). Note that in practice these transformations are triggered by different activities: A transformation of the observables $\phi$ or positions $O$ is mainly triggered by changes in the underlying CPS; transformations of the $\text{DwrN}$ in $D$ are usually triggered by process mining; and the change of the Network $N$ (including modification of the constraints $\psi(t)$) is triggered by self-observations of the Org-MAS within the MAPE-Loop.

Refinements are invertible by nature (maybe together with some book-keeping mechanism). Therefore, refinement is not only uni-directional from an ever more detailed model. Our approach also includes the aspects that whenever we have to undo a lot of ‘older’ refinement operations of the past before we can apply ‘new’ ones, i.e. whenever we have the current organisation $\text{Org} = (\tau_n \circ \cdots \circ \tau_1)(\text{Org}_0)$, then the transformation gets more involved and has the form:

$$\tau(\text{Org}) = (\tau'_n \circ \cdots \circ \tau'_1)(\text{Org}) = ((\tau'_m \circ \cdots \circ \tau'_1) \circ (\tau^{-1}_1 \circ \cdots \circ \tau^{-1}_n))(\text{Org}_0)$$

We cannot give a detailed formal specification of all these transformations given in Fig 4. We will provide a precise notion of an organisation model as an abstract data type together with the specification of all the refinements mentioned here as operations expressed in Maude [48] in future work.
1. Observables $\phi$ and Positions $\mathcal{O}$
   a) take/loose responsibility for tasks
   b) create/delete observables: $\phi_B$ and $\phi_R$
   c) create/delete/split/join OPA’s net parts
   d) changes access rights to resources

Note: These transformations in the Org-MAS are mainly triggered by the underlying CPS-MAS.

2. Interaction Protocols/Workflows $\mathcal{D}$
   a) Refine/Abstract workflow net $D$
   b) Modify role partition $R$ on activities

Note: These transformations in the Org-MAS are mainly triggered by the organisation mining (cf. RC1).

3. Organisational Network (constraint $\psi$ modification):
   a) Modify the constraint $\psi$ of an operation
   b) Escalate constraint $\psi$ up- or downwards the network hierarchy

Note: These transformations in the Org-MAS are mainly triggered by self-observations of the Org-MAS.

4. Organisational Network (structural modifications of $\mathcal{N}$):
   a) add/delete a task delegation operation $\tau_d^\psi (\{\text{task}_{D[r]}^a\}, \{\text{task}_{D[r]}^b\})$  
   b) add/delete a task split operation $\tau_s^\psi (\{\text{task}_{D[r_1, \ldots, r_n]}^a\}, \{\text{task}_{D[r_1]}^a, \ldots, \text{task}_{D[r_n]}^a\})$  
   c) add/delete a task refinement operation $\tau_r^\psi (\{\text{task}_{D[r]}^a\}, \{\text{task}_{D[r]}^b\})$ for a refinement $D'$  
   d) add/delete a task assignment operation $\tau_e^\psi (\{\text{task}_{D[r]}^a\}, \emptyset)$ (provided that the OPA has the required capabilities/rights for the role $r$)

Note: These transformations in the Org-MAS are also triggered by self-observations of the Org-MAS, but usually are carried out with a lesser frequency.

---

Figure 4: Elementary Transformations of a Sonar-Model

5. Adaption of Sonar-Models as a Self-X Property

Our model allows for a goal-directed adaptation within the Sonar-MAPE-loop [43], which we coin as Self-Modification at Run-Time (SM@RT) in the following.

5.1. Transformations as Second-Order Teamwork

As a special feature the execution of the team-plan may involve transformation statements, which modify the Sonar-model at run-time and therefore enable the cooperative, self-organised adaption of the organisation:

Organisation $\rightarrow$ Team $\rightarrow$ Plan $\rightarrow$ Transformation $\rightarrow$ new Organisation $\rightarrow$ ...

The formalism of Sonar [26] defines a notion of well-formedness to guarantee that each task may be handled by at least one team etc. Additionally, transformations in well-formed organisations preserve the well-formedness.

Our Sonar framework allows us to measure costs and benefits of a transformation. The set of all possible transformations defines a search space. Obviously, the search space considering all possible compositions of atomic transformations is much to big for an exhaustive search and we need more information to overcome this complexity.

Assume that all transformations are considered with decreasing priority in the cost-benefit reasoning: $\tau_1, \tau_2, \ldots$. For Sonar, this order is given implicitly by probabilities assigned to teams and second-order workflows, since probabilities on team operators generate a probability on teams. Every team $D$ defines a team workflow $D(G)$ and the probabilities within the workflow induce a probability on interaction traces. Since every trace of a second-order workflow describes a transformation, we obtain a probability over transformations. Therefore, the enumeration order of transformations is simply from high to low probability.
5.2. Costs and Benefits of a Transformation

Firstly, we have a cost measure of transformations. In SONAR a transformation is carried out at run-time using the standard teamwork; the main difference is that the team executes a second-order Dwfn, where the actions attached to transitions execute atomic transformation operations as given in Section 4. A transformation is composed similarly to other interaction protocols using process operators (like sequence ($τ_1; τ_2$), and-split ($τ_1∥τ_2$), or-split ($τ_1+τ_2$), etc.) and atomic transformations. We denote these transformations as a complex composition in the following form:

$$\hat{τ} = (τ_2; τ_3)∥(τ_4 + (τ_4; τ_6))$$

The costs of such a transformation $\hat{τ}$ could be measured by the number of transformation steps $|\hat{τ}|$ to be performed:

$$\text{costs}(\hat{τ}) = \text{const} \cdot |\hat{τ}| \quad (1)$$

This measurement treats all transformation steps uniformly; the approach can be generalised to the weighted sum of all transformation steps whenever we can assign individual costs to transformation steps.

As discussed above we will use process mining techniques to identify those transformations that are suitable to bring the current organisational model ‘closer’ to the observed behaviour as we assume that the observed behaviour contains valuable hints for the organisation originating from the OMA’s reasoning processes. This mining will initialise the probabilities of the second-order operators and second-order workflows.\(^1\) As our basic transformations are mainly refinements and their counterpart abstractions, we coin this idea under the slogan Mine2Refine.

Secondly, we use a benefit measure, which is the estimated average evaluation of the quantified observables, i.e., the KPIs $\phi^R(\text{state})$. Typical indicators include execution or production time, energy or resources needed, quality of the process, etc. We obtain the benefit using a simulation of a digital twin of the organisation model at run-time within the SONAR-MAPE-Loop [43]. The KPIs are defined by the underlying CPS.

Assume a SONAR-organisation model $\text{Org}$, which is the input of the analysis sketched in Figure 5. The organisation model is basis to deploy the SONAR-MAPE-Loop. Within the planning phase of the loop we use a digital twin of the organisation where the decision logic of each OMA is modelled as a stochastic distribution over actions. The twin model of the organisation is fed into a twin model of the Loop, which is configured by meta-parameters (cf. [43, 47]). The adaption dynamics of this SONAR-MAPE-Loop twin is considered in the analysis phase, as sketched in the lower part of Figure 5. Here, we extend a stochastic distribution over tasks to a distribution over teams; together with the stochastic behaviour model of OMAs (which is part of our digital twin model), we can compute the distribution over team protocol processes. To simplify the description of benefits, we make the assumption that the effect of actuators on KPIs is additive in the following. Therefore the concurrently running teams do not interfere and we can calculate the estimated KPI for the current organisation simply as a stochastic superposition of the KPI effect of all teams. This estimation of the effect on the $n$ KPIs (key performance indicators) is the evaluation $\text{val}(\text{Org}) \in \mathbb{R}^n$ of the current organisation.

This simulation evaluates the KPI for the resulting organisation $\hat{τ}(\text{Org})$ (as described in [44]) as well as the complete dynamics including future transformations as well (cf. [30]).\(^2\) This simulation also anticipates the uncertainty about the environment and the stochastic distributions used [49].\(^3\)

The absolute benefit of changing $\text{Org}$ to $\text{Org}'$ is the vector:

$$\text{benefit}(\text{Org}, \text{Org}') := \text{val}(\text{Org}') - \text{val}(\text{Org}) \quad (2)$$

\(^1\)Note that it is possible to change these probabilities at run-time, too, by the use of second-order operators, teams, and workflows. This second-order transformations will require a third-order teamwork.

\(^2\)The study of adaption state spaces (like in [30]) in combination with stochastic distributions of adaptions is subject to ongoing research. The usage of the rewriting engine Maude [48] to support analysis is studied in [32, 33].

\(^3\)The same analysis technique is also used during the design and the deployment phase to select a deployment profile that corresponds to the best setting of meta-parameters used in the twin model [47].
As we define the benefit as a vector, a transformation may be an improvement in some dimensions, while being a worsening in others. This leads to the question under which circumstances a transformation might be considered as acceptable among the agents.

5.3. Commonly Acceptable Transformation

As the team agents may have different partial views on the system, their evaluation may vary. Therefore, we only consider the sign of the absolute benefit to obtain a more stable measurement. For a given indicator $k$ the sign of $\text{benefit}(\text{Org}, \text{Org}')_{(k)}$ indicates whether the adaption increases the KPI $k$: 

$$\Delta(\text{Org}, \text{Org}')_{(k)} := \text{sgn}(\text{benefit}(\text{Org}, \text{Org}')_{(k)})$$ (3)

Therefore, the vector $\Delta(\text{Org}, \text{Org}') \in \{-1, 0, +1\}^n$ characterises the adaption w.r.t. all $n$ KPI. We call $\Delta(\text{Org}, \text{Org}')$ the trend vector of the adaption. Usually, an adaption leads to non-uniform changes, where the value increases for some indicators, while decreases for other, which leads to incomparable vectors (i.e. we have neither $\Delta(\text{Org}, \text{Org}') \leq 0$ nor $\Delta(\text{Org}, \text{Org}') \geq 0$).

The simplest adaptations from $\text{Org}$ to $\text{Org}'$ are those where the OPAs have a common understanding that effect is positive on all KPI, i.e., whenever $\Delta(\text{Org}, \text{Org}') \geq 0$. In this case the adaption is indisputably acceptable among the OPAs.

Whenever not all effects are positive, i.e., $\Delta(\text{Org}, \text{Org}') \nleq 0$, then the agents have to negotiate whether the adaption is discarded. Whenever they discard it, the next adaption candidate $\text{Org}'$ has to be considered; whenever the OPAs agree not to discard it, then they start to negotiate, i.e., they have to define additional relationships on incomparable vectors.

To establish a common believe that the adaption benefit should be considered as an improvement we have to re-interpret KPIs. This is done by a mapping $r$ from the KPI vector to a lower dimensional one.
A KPI reduction is a mapping \( r : \mathbb{R}^n \to \mathbb{R}^m \) that preserves the existing ordering (but may add them):

\[
v_1 \leq v_2 \implies r(v_1) \leq r(v_2)
\]

(4)

Intuitively, whenever an OPA considers an adaptation to be an improvement, this will remain true under any reduction.

We extend the notation of benefit and trend to reductions:

\[
\text{benefit}^r(\text{Org}, \text{Org}') := r(\text{val}(\text{Org}')) - r(\text{val}(\text{Org}))
\]

(5)

\[
\Delta^r(\text{Org}, \text{Org}')(k) := \text{sgn}(\text{benefit}^r(\text{Org}, \text{Org}')(k))
\]

(6)

The former notations could be considered as special cases, where the reduction is the identity function. A KPI reduction \( r \) with \( \Delta^r(\text{Org}, \text{Org}') \geq 0 \) is called a compromise. Using this terminology negotiation among the OPAs is equivalent to agree upon a compromise \( r \). Such a compromise must always exist as shown by the following example.

**Example** The most common approach to obtain a compromise is to define exchange rates \( a_i \) for each KPI, i.e. we have a money-like mechanism to compare KPI. This is expressed by a linear mapping:

\[
r_{\text{money}}(v) = a \cdot v = \sum_{i=1}^{n} a_i \cdot v_1 + \ldots + a_n \cdot v_n,
\]

where we require that the exchange rates are positive: \( a = (a_1, \ldots, a_n) \geq 0 \) to ensure monotonicity. In this case \( r_{\text{money}} : \mathbb{R}^n \to \mathbb{R}^m \) with \( m = 1 \), i.e., the reduction is maximal w.r.t. to the resulting dimension of the KPI vector.

So, we implement self-adaption as a distributed search among the OPAs for a transformation that has the best balance of costs and benefits. Of course, in practice, this self-organised transformation is restricted by the bounds of the agents, i.e. limited or outdated data, imprecise predictions about the environment, restricted computational power, etc.

### 6. Example: A Coordination Game

The following example for a transformation in SONAR is based on the battle-of-sexes scenario, which is well-known in game theory. Two agents must choose between two actions, labelled as \( a \) and \( b \). They receive a positive reward if they choose the same action and zero otherwise. In this game, the first agent prefers action \( a \), while the second prefers \( b \). If we assume that the reward for the preferred outcome is three times higher than for the other, then the game is specified by the following pay-off matrix.

\[
\begin{array}{c|cc}
 & a & b \\
\hline
a & (3, 1) & (0, 0) \\
b & (0, 0) & (1, 3)
\end{array}
\]

A game theoretical analysis shows that we have two Nash equilibria for pure strategies: \((a, a)\) and \((b, b)\). It can be shown that this game has a unique equilibrium for mixed strategy, where both agents choose their preferred action \( p = 75\% \) of the time.

The game is modelled by a very simple multi-party workflow net (shown in Fig. 6). We use Renew syntax [50] to implement the nets. The sources are available at https://github.com/koehler-bussmeier/bos. For each role (shown on the left and on the right side) the choice between the two options \( a \) and \( b \) is resolved by the agent’s decision logic \( \delta \) of the agents and the organisation configuration \( \mu \). More concretely, the choice is resolved randomly by the Renew-inscription:

\[
\text{prob} = c \cdot p + (1-c) \cdot q; \ b = \text{Math.random()} < \text{prob}
\]

Here, \( p \) denotes a probability as specified by the organisational \( \mu \) and \( q \) is a probability as specified by the member agents’ decision logic \( \delta \); these two probabilities are combined using the so-called organisation impact \( c \), which is a meta parameter of the twin of our SONAR-MAPE-Loop. These values are obtained by the calls \text{this:getProb(task,p,q)}; \text{this:getCorg(c)}.  
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Figure 6: Workflow Net with stochastic choices: Battle-of-the-Sexes (The shaded transition will be deleted by the second-order workflow given in Fig. 8.)

The Sonar-Organisation  The situation described is known as a coordination game because the agents would benefit from coordinating their actions in advance. In this scenario, the social welfare, which is the sum of the individual pay-offs, is $3+1 = 1+3 = 4$ in both cases. However, in uncoordinated games, a mixed strategy is the best choice, and agents only coordinate in $0.75 \cdot 0.25 + 0.75 \cdot 0.25 = 0.375$ of the cases, leading to an expected pay-off of $(0.75 \cdot 0.25 + 0.75 \cdot 0.25) \cdot 4 = 1.5$. The ratio $\frac{3+1}{1.5} = 2.66\ldots$, called price-of-anarchy, measures the need for an external coordination mechanism.

Figure 7: The Sonar-Organisation (The shaded nodes are those elements that are added by the second-order workflow given in Fig. 8.)

For MAS, this mechanism is termed an organisation [14]. The Sonar-Org-MAS of this scenario is depicted in Fig. 7. The primary purpose of the Sonar-Org-Model is to assemble a team in response to certain triggers. It determines the workflow net used for the response and the involved agents and sets constraints on the agents’ decisions, represented by parameters $\mu$ and $\delta$.

The Org-Model specifies three organisational agents (OPAs): $O_0$, $O_1$, and $O_2$. The set of operators belonging to each OPA is shown by the labelled rectangles in the organisation net. The organisation manages two tasks which are the places on the top of Fig. 7. Tasks are generated by the environment by the transitions with the synchronisation channel $:\text{start(trigger,wfnName)}$ on the top. It is the OPA $O_0$ that will react to both triggers. The first task triggers the team-formation process for the battle-of-sexes interaction protocol $P$. The protocol $P$ defines the interaction of two roles $R_1$ and $R_2$. The team formation for this task is specified by the bold subnet on the left, which specifies that role $R_1$ is finally assigned to the agent $O_1$ and $R_2$ to $O_2$. (Please ignore the shaded subnet in the middle for the moment, since it is not there initially, but will be added as the effect of the transformation.)
Second-Order Workflow for Adaptation  

Note that the agents can’t do any better than to choose the mixed strategy of a Nash-equilibrium. But even then they have to pay a price, which is called the price-of-anarchy as we have seen above. Therefore, whenever the agents already are in a Nash-equilibrium then individual learning is not a source of improvement anymore – instead, we have to modify the organisational structure.

In our model the organisation may define constraints that drive the agents choices into a desired (i.e., cooperative) state. But this depends on the organisational impact mentioned in Sect. 3. Whenever the impact is low or moderate (which would correspond to the ‘recommendation’ or the ‘reputation’ mode mentioned above) then the only option of the organisation to improve the pay-off is a regulation of the available options, i.e., a structural modification of the interaction protocol.

The right side of the organisation in Fig. 7 handles another task that triggers the adaptation. It initiates the team formation for a second-order workflow (cf. Fig. 8), which alters the role fragment so that the second agent always chooses option \( a \) (i.e., we force the second agent to deviate from its current, optimal mixed strategy). The resulting workflow net is named \( P'' \) in the following. The construction essentially removes the dashed arcs and the right-most transition and re-normalises the probabilities in the workflow net of Fig. 6.

This structural modification is formalised by the subnet modify WFN. Furthermore, this second-order workflow...
workflow extends the original organisation model. The shaded area of the organisation net in Fig. 7 shows the nodes that will be added by the second-order protocol. The modification is formalised in the lower subnet (modify Organisation Model). The effect of this modification is that now there are two alternative teams that may be generated for the left task: one team will execute the original $P$ and the new one $P'$. Note that for both teams it will be an interaction of the OPAs $O_1$ and $O_2$.

Since we add new nodes to each agent block the second-order protocol has three roles and these are assigned to the three agents $O_{10}$, $O_1$, and $O_2$. This is necessary since a modification of the subnet $O_i$ the organisation net in Fig. 7 has to be executed by the OPA $O_i$ itself, since no other agent is allowed to manipulate the structure of $O_i$. The second-order workflow net also has to synchronise the transformation steps, e.g. we have to add the operator for a task delegation from $O_{10}$ to $O_1$ (formally: the transition $d_1^e(\{\text{task}_{P_1[R_1]}^{O_{10}}\}, \{\text{task}_{P_1[R_1]}^{O_1}\})$ into the subnet of $O_{10}$ before $O_1$ adds the operator for task assignment (formally: the transition $e_1^e(\{\text{task}_{P_1[R_1]}^{O_1}\}, \emptyset)$) to its subnet. For this transformation the constraint $\psi$ defines a probability how the conflict on the task place $\text{task}_{P_1[R_1,R_2]}^{O_{10}}$ is resolved. For a better interpretation of the simulation results we set the probability to choose the new team is 100%.

The transformation defined by the subnet modify Organisation Model is constructed by elementary transformations as given in Figure 4 and has the form:

$$
\tau_{\text{org}} = \begin{align*}
&\text{add}\left( e_1^e(\{\text{task}_{P_1[R_1]}^{O_{10}}\}, \emptyset) \right) ; \\
&\text{add}\left( s_1^e(\{\text{task}_{P_1[R_1,R_2]}^{O_{10}}\}, \{\text{task}_{P_1[R_1]}^{O_1}, \text{task}_{P_1[R_2]}^{O_{10}}\}) \right) ; \\
&\left( \text{add}\left( d_1^e(\{\text{task}_{P_1[R_1]}^{O_{10}}\}, \{\text{task}_{P_1[R_1]}^{O_1}\}) \right) ; \text{add}\left( e_1^e(\{\text{task}_{P_1[R_1]}^{O_1}\}, \emptyset) \right) \right) \\
&\left( \text{add}\left( d_1^e(\{\text{task}_{P_1[R_2]}^{O_{10}}\}, \{\text{task}_{P_1[R_2]}^{O_2}\}) \right) ; \text{add}\left( e_1^e(\{\text{task}_{P_1[R_2]}^{O_2}\}, \emptyset) \right) \right)
\end{align*}
$$

**Analysis of the Model** In the following we will perform a stochastic analysis of our SONAR-model (i.e. an analysis of the SONAR-MAPE-Loop) as sketched in Figure 5. For a typical cyber-physical systems (CPS) we would evaluate our models using key performance indicators like throughput, occupation, etc. To simplify the presentation we use the price-of-anarchy as our only performance indicator. Therefore, the benefit of the adaptation modelled in this example is the change in this value and the costs are measured by the number of transitions in the second-order protocol in Fig. 8. As we have already a one-dimensional KPI vector there is no need for a reduction in this simple scenario.

During the planning phase of our MAPE-Loop we use a stochastic simulation of our model to predict the effects of the adaptation. The sources are available at https://github.com/koehler-bussmeier/bos. In the simulation, we have three phases. Firstly, we initiated the first-order battle-of-sexes workflow $P$ (Fig. 6) 100 times to ensure some statistical stability. Secondly, we generated the adaptation tasks which triggers the team-based execution of the second-order workflow in Fig. 8. This adaptation results in a modified version $P'$ of the first-order workflow $P$, where the second agent persistently chooses option $a$, and in an adjustment in the organisation so that this protocol would always be adopted from that point on. As explained above after the transformation the organisation is in a state such that the new protocol $P'$ is always chosen. Finally, we generate another 100 trigger events and the protocol $P'$ is executed the same number of times.

Typically, we would repeat the simulation multiple times to establish error ranges, but for this illustrative scenario, we decided to omit this step.

<table>
<thead>
<tr>
<th>outcome</th>
<th>before and ...</th>
<th>after adaptation</th>
<th>before (expected)</th>
<th>after (expected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(a, a)$</td>
<td>20%</td>
<td>78%</td>
<td>18, 75%</td>
<td>75%</td>
</tr>
<tr>
<td>$(a, b)$ or $(b, a)$</td>
<td>62%</td>
<td>22%</td>
<td>62.50%</td>
<td>25%</td>
</tr>
<tr>
<td>$(b, b)$</td>
<td>18%</td>
<td>0%</td>
<td>18, 75%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 1
Simulation Results (left) and Expected Values (right) for the Pay-Off before and after our Adaptation
The simulation results (given in the left columns of Table 1) are in good alignment with the analytical results (right columns): In the initial configuration of this example, we can expect \((a, a)\) in \(0.75 \cdot 0.25 = 18\), 75% of the cases, with an outcome of \((3, 1)\); for symmetry reasons, we have the same probability for \((b, b)\). In 62.5% of times, the agents will choose opposite options.

After the adaptation has taken place, we expect that in \(0.75 \cdot 1\) of interactions, the agents will play \((a, a)\) and in \(0.25 \cdot 1\) of interactions, the agents will play \((b, a)\). This leads to the expected social welfare of \(0.75 \cdot (3 + 1) + 0.25 \cdot (0 + 0) = 3\). So, the new price-of-anarchy is \(\frac{3+1}{3} = 1.33\ldots\), which is a substantial improvement from the initial value of \(\frac{3+1}{1} = 2.66\ldots\). We have: \(\text{benefit}(\text{Org}, \text{Org}') = 2.66\ldots - 1.33\ldots = 1.33\ldots > 0\) and \(\text{costs}(\hat{\tau}) = \text{const} \cdot |\hat{\tau}| = \text{const} \cdot 8\).

We could also consider an extension of the organisation model where we generate a new protocol \(P''\) from \(P\), which is obtained by deleting the option \(a\) for the second agent. The resulting second-order protocol looks almost identical to the presented one and therefore the transformation costs are identical, too.

On the one hand, this adaptation removes an option and therefore the coordination becomes simpler. On the other hand, the coordinated outcome is less desirable. A similar calculation shows that restricting the agents’ options is not beneficial: Removing option \(a\) for the second agent results in a welfare of \(0.25 \cdot (3 + 1) + 0.75 \cdot (0 + 0) = 1\). This leads to a new price-of-anarchy of \(\frac{3+1}{4} = 1\). In this case the benefit is negative:

\[
\text{benefit}(\text{Org}, \text{Org}') = 2.66\ldots - 4.0 = -1.33\ldots < 0
\]

So, we can observe that simply enforcing some coordinated behaviour is not a good idea unless we have considered the concrete change for the expected pay-offs.

### 7. Conclusion

In this paper, we addressed four central research challenges for CPS (which we identified in a previous publication) from the perspective of the life cycle of Sonar-models. Here, we have shown that the life cycle addresses all challenges in a uniform and integrated way. Remarkably, design phase and execution are intertwined in a cyclic way: On the one hand, a Sonar-model is used to instantiate the running multi-agent system; but, conversely, we use process mining techniques to adjust the deployment at run-time.

A special focus was put on basic transformation operations as they are used throughout the life cycle, mainly during design time, but also as the basic operations during the self-adaption, which is performed at run-time as part of the Sonar-MAPE-Loop. In current work, we integrate the transformation steps into our development tools. Organisations are represented by an abstract data type and the refinements are specified as algebraic operations. We are working on a prototype variant expressed in Maude [48].

In future work we would like to study to which extend it is possible to avoid the ‘expensive’ analysis of the adaption state space and replace it by a static analysis of the organisation net itself.

In another thread of research, we consider the evaluation of MAS designs per-se, i.e., the organisation models themselves. As stated above, for Sonar the probability distributions on second-order teams induces a probability over transformations. Obviously, a well-designed organisation is supposed to generate those transformations that are ‘cheap’ and ‘beneficial’ at the same time with a higher probability. This idea could be used to evaluate the design space of all organisations, i.e., an organisation is better than another one whenever is has a better expected cost-benefit ratio in average. In future work we like to interpret the cost-benefit ratio as the reward of a transformation, which will turn the adaption state space (where states are organisation models and transformations are transitions) into a Markov Decision Process (MDP).
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