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Abstract
Modern Network Intrusion Detection Systems (NIDS) involve Machine Learning (ML) algorithms to
automate the detection process. Although this integration has significantly enhanced their efficiency, ML
models have been found vulnerable to adversarial attacks, which alter the input data to fool the detectors
into producing a misclassification. Among the proposed countermeasures, adversarial training appears
to be the most promising technique; however, it demands a large number of adversarial samples, which
typically have to be manually produced. We overcome this limitation by introducing a novel methodology
that employs a Graph AutoEncoder (GAE) to generate synthetic traffic records automatically. By design,
the generated samples exhibit alterations in the attributes compared to the original netflows, making
them suitable for use as adversarial samples during the adversarial training procedure. By injecting the
generated samples into the training set, we obtain hardened detectors with better resilience to adversarial
attacks. Our experimental campaign based on a public dataset of real enterprise network traffic also
demonstrates that the proposed method even improves the detection rates of the hardened detectors in
non-adversarial settings.
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1. Introduction

Modern Network Intrusion Detection Systems (NIDS) are increasingly relying on some Machine
Learning (ML) mechanisms to automate their tasks [1]. Nevertheless, despite the proven
efficiency of ML algorithms in detecting malicious activities [2], there is also a large research
trend evidencing how ML-based NIDS are also affected by severe vulnerabilities. Among these,
the most prominent threat is posed by adversarial attacks, which consist of small perturbations
applied to the input samples to fool the detector into producing an incorrect classification [3].
As the cost of even a single misclassification is extremely high in security-related contexts,

it is essential to devise valid countermeasures against adversarial attacks. Yet, no existing
solution completely addresses all types of attacks and is suitable for all the possible models [4].
In this paper, we propose a novel methodology to improve the robustness of ML-based NIDS
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against adversarial attacks. Our approach leverages the concept of adversarial training, in which
adversarial records are incorporated into the training set of vulnerable ML-based NIDS. By
re-training them on the resulting augmented dataset, the obtained hardened ML-based NIDS
can detect even the perturbed samples.

Despite its efficacy, even adversarial training is affected by several limitations as (i) it requires
a large number of adversarial samples typically produced manually; (ii) the adversarial records
injected into the training set must be representative of all the possible perturbations that
an attacker could apply; (iii) the hardened classifiers are often subject to a decrease in the
performance in non-adversarial contexts. We overcome these limitations by proposing an
original approach for generating synthetic network flows automatically, leveraging a novel
architecture that extends the Adversarially Regularized Graph AutoEncoder (ARGA) model [5].
We hypothesize that the samples generated through our procedure can be treated as candidate
adversarial attacks suitable for the adversarial training procedure, thus avoiding the expensive
and error-prone manual production of a sufficient number of representative adversarial samples.
We apply our methodology to an experimental case study, considering a state-of-the-art

ML-based NIDS trained on a publicly available dataset. We verify our hypothesis, demonstrating
that the proposed approach leads to hardened detectors that are more resilient when facing
adversarial attacks than the baseline original versions. As an additional positive effect, we
highlight that the hardened detectors also show improved performance in non-adversarial
contexts, overcoming the most important limitation of adversarial training techniques.

The remainder of the paper is organized as follows. Section 2 introduces adversarial attacks
and compares our paper against related work. Section 3 describes the proposed methodology.
Section 4 defines the case study used for performance evaluation. Section 5 presents and
discusses all the experimental results. Section 6 draws the conclusions with some final remarks.

2. Background and Related Work

ML-based NIDS have demonstrated high efficacy in identifying malicious activities with minimal
false positives. These tools usually analyze network traffic in the form of netflows, which are
tabular data structures summarizing the characteristics of the communication between two
hosts in a network with metadata and statistics (e.g., duration of the transmission, number of
exchanged bytes). Network flows are extremely popular in network intrusion detection as they
allow fast analysis of the traffic data without incurring storage or privacy issues [6].

Despite the benefits provided by the introduction of ML algorithms in the detection processes,
they are also shown to be vulnerable to adversarial attacks [7, 8]. In this paper, we focus on
adversarial attacks based on evasive samples, where an attacker applies smart perturbations
to the features of a malicious netflow so that it is incorrectly classified as benign by a trained
ML-based NIDS. To obtain a suitable adversarial attack, an attacker must solve the following
minimization problem [9]:

argmin
𝜖

𝑓 (𝑥′) ≠ 𝑓 (𝑥), with 𝑥′ = 𝑥 + 𝜖 (1)

where 𝑥 is the original sample, 𝑓 (𝑥) denotes the output of the ML model 𝑓 computed on 𝑥 and 𝜖 is
the perturbation added to 𝑥 to create the adversarial sample 𝑥′, which leads to a misclassification.



Adversarial attacks are particularly critical in security contexts where a single mistake
can have significant consequences for an organization [10]. Previous research on adversarial
attacks against ML-based NIDS leveraging manipulated samples has shown that even minimal
perturbations can drastically decrease the performance of ML detectors [11].

Some countermeasures exist, but the solutions are still at an early stage, especially in network
intrusion detection [4]. Among existing strategies in the literature, adversarial training is
indicated as one of the most effective [12]. The idea is to train ML algorithms over augmented
datasets that include adversarial perturbed records [13]. However, this process requires the
generation of many adversarial samples to be effective. In addition, adversarially manipulated
samples to be injected into the dataset must be representative of a wide range of attacks.

We overcome these limitations by proposing a method based on a novel Graph AutoEncoder
(GAE) architecture that is able to generate automatically a large number of potential adversarial
samples that can be used in the adversarial training procedure. The GAE allows us to take
into account the network topology in the generation process. Since graph representation can
express the complex dependencies among different malicious transmissions, the generative
process leveraging the Graph Neural Network (GNN) is proven to be more effective.
Similar approaches exist in the literature. The papers in [14] and [15] represent our closest

related work. In particular, the authors of [14] adopt an architecture based on a Generative
Adversarial Network (GAN) to automatically generate adversarial examples that, when included
in the training set, lead to good robustness. However, they do not evaluate the performance
of the hardened detector in non-adversarial contexts. This limitation is also present in other
similar papers (e.g., [16, 17]). Instead, we evaluate the hardened classifiers even in normal
scenarios, and we demonstrate that our approach leads to increased detection rates. We remark
that other countermeasures are affected by a drop in performance when no adversarial attack
occurs (e.g., [9, 18, 19]). On the other hand, in [15], a framework based on Deep Reinforcement
Learning (DRL) is employed to perturb samples to obtain an adversarial evasion, and the results
are used as a means for adversarial training. With respect to this solution, we do not generate
evasive samples explicitly, but rather we reconstruct netflows that are similar to the original
ones that might not bypass the classifiers. As we will explain in Section 3, our approach exploits
this similarity to enhance the detection performance of the ML-based NIDS, even in the absence
of adversarial attacks.

3. Methodology

In this section, we present our novel methodology to strengthen the robustness of ML-based
NIDS against adversarial attacks. The general idea is to follow a strategy based on adversarial
training, in which the original ML detectors are re-trained over an augmented training set
containing many adversarial samples. This process leads to the development of hardened
classifiers, which are capable of correctly identifying adversarial attacks with high confidence.

As discussed before, adversarial training is among the most promising defensive techniques,
but it has several limitations. Our approach overcomes them with an automatic generation of
realistic — yet synthetic — netflows that, when injected into the training set of a ML-based NIDS,
can enhance the detector’s resilience to adversarial attacks. In particular, our methodology



PROCESSING
EMBEDDING
GENERATION

FLOW
RECONSTRUCTION HARDENING

0

0

1

0

0

0

1

0

Original
Flows

Graph Embeddings Synthetic
Flows

Detector

Figure 1: Methodology phases.

leverages an architecture based on ARGA [5], a recently proposed GNN for graph embedding.
Our choice is driven by the ability of GAE models to also take into account the topology
of the network when encoding the records. This allows the production of more accurate
synthetic samples with respect to traditional autoencoders, which consider each data point
individually [20].

The workflow of our methodology consists of four phases, as illustrated in Figure 1. The first
phase, referred to as processing, converts the original netflow data into a graph representation.
Hence, the embedding generation phase leverages the ARGA architecture, which accepts the
graph as input and embeds both features and topological information of its components in
compact vector representations. Then, in the flow reconstruction phase, these embeddings are
used to reconstruct the traffic samples, making sure that they represent valid netflows. Finally,
the hardening phase uses the reconstructed malicious flows as adversarial samples to inject into
the training sets of ML-based NIDS during the adversarial training process for obtaining the
hardened classifiers.

In the following, a more detailed explanation of the considered threat model and of the four
phases of the proposed methodology.

3.1. Threat Model

We consider the same threat model previously proposed in [4]. In this scenario, a medium-sized
enterprise with several internal hosts communicates with the internet through a single border
router. The network is monitored using a ML-based NIDS, which analyzes traffic through
netflow data from the border router. We suppose that some internal network hosts have been
compromised by remote attackers capable of controlling them. Their purpose is to evade
the detection of their malicious communications perturbing a close subset of features of the
corresponding netflows, similarly as in previous proposals [11, 14]. For example, they can
increment the duration of the malicious netflows by retarding the communications. Similarly,
they can increment the number of bytes or packets by injecting junk data. Our proposal aims
to devise a hardened version of the ML-based NIDS that is not susceptible to these kinds of
modifications. We remark that our approach does not insert any novel component to the
monitored network, and instead operates directly on the ML-based NIDS.

3.2. Processing

The first phase involves all the operations required to convert the network traffic into a suitable
graph representation that can be submitted to the ARGA model in the subsequent phase.



A graph is formally defined asG = (V,E), whereV denotes the set of vertices and E represents
the set of edges. Assuming that the network traffic is provided in the form of netflows D, which
are the most common data representation in network intrusion detection, it can be naturally
converted into a graph. A common approach associates the endpoints present in the netflows
to the nodes, while the edges correspond to every netflow of the dataset. In other words, an
edge links together the two endpoints appearing in a netflow as the source and destination of
the communication and stores its features. This type of graph is denoted as flow graph GD [21].
With flow graphs, the flow generation task requires a GAE capable of reconstructing edge

features. Nevertheless, it is important to remark that most GNN in the literature are designed
to perform tasks at the node level rather than on edges [22]. This motivates us to consider a
dual graph representation named line graph 𝐿(GD). Line graphs can be obtained from flow
graphs through a linearization procedure [23]. In particular, the edges in GD are translated to
the nodes of 𝐿(GD). Then, two nodes in 𝐿(GD) are connected if the corresponding edges in GD
share a common endpoint. This representation allows us to convert the task of generating new
samples from an edge generation problem in GD to a node generation problem in 𝐿(GD), with
the advantage of exploiting the most advanced GNN architectures.

3.3. Embedding Generation

After having obtained a suitable graph representation, we proceed to generate synthetic netflow
data through our innovative architecture. We logically divide this core operation into two
separated — yet extremely connected — phases: embedding generation and flow reconstruction.
The former stage aims to produce vector representations of the nodes in the line graph in a
low-dimensional space, which will be then utilized to reconstruct the original records in the
latter stage.

For the first step, we use the Adversarially Regularized Graph Autoencoder (ARGA) model [5],
which is an unsupervised model that has been recently adopted in network intrusion detection
with evident success [24]. In particular, ARGA generates an embedded representation for each
node of 𝐿(GD). As a thorough description of the architecture is out of the scope of this paper,
we outline here the fundamental principles of its design and operation.

The architecture of ARGA consists of two main modules: a GAE and an adversarial module.
The GAE generates the embeddings Z, and is composed of an encoder and a decoder. The

encoder accepts as input the adjacency matrix A ∈ {0, 1}𝑛×𝑛 of 𝐿(GD), which is a square matrix
that expresses the connections for each of the 𝑛 nodes, and the content matrixX ∈ ℝ𝑛×𝑓 of 𝐿(GD),
in which each row is the 𝑓-dimensional feature vector of each node. The encoder produces
the embeddings Z ∈ ℝ𝑛×𝑑 through a Graph Convolutional Network (GCN) [25], encoding both
topological information about the neighborhood of a node (expressed by matrix 𝐴) and its
netflow features (expressed by matrix 𝑋) into a single vector of dimensions 𝑑 << 𝑓. The decoder
takes Z as input and aims to reconstruct the adjacency matrix A, leveraging another GCN. The
training process essentially aims to minimize the reconstruction error between the original
adjacency matrix A and the reconstructed one A′. In other words, throughout training, the
encoder learns to generate embeddings with increasing quality, while the decoder exploits the
information encoded in the embeddings to reconstruct A with high fidelity.
The adversarial module employs a Multi-Layer Perceptron (MLP) to recognize whether the
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Figure 2: Architecture for the reconstruction of the original samples.

latent variable belongs to a real prior distribution (e.g., a Gaussian distribution) or is generated
by the generator (i.e., the encoder). By training the GAE and the adversarial module together, it
is possible to force the latent variables to follow a particular probability distribution, enhancing
their robustness even in the case of noisy and sparse input data [5].

3.4. Flow Reconstruction

The ARGA model is capable of reconstructing the A matrix. Nevertheless, we are interested in
producing a set of synthetic netflows to inject into the training set of ML-based NIDS.

To this purpose, we propose an original architecture based on two independent components:
a classifier and a regressor, as illustrated in Figure 2. Both components take the embeddings
generated in the previous phase as input. However, they serve different goals: the regressor aims
to reconstruct the features X′ of the initial netflows, while the classifier is used to reproduce
the respective labels Y′. We then merge the two parts to obtain the reconstructed dataset
D′ =< X′,Y′ >.
We remark that even the original paper for ARGA proposes a variant model, named

ARGA_AX, that was able to reconstruct the content matrix [5]. However, two main reasons
guided our choice of a novel architecture based on a separate classifier and regressor. First, the
original methodology does not involve any label reconstruction. On the other hand, for our
purposes, it is crucial to consider also the labels in the reconstruction process, as we aim to
harden supervised ML-based NIDS. Second, we note that there exist numerous papers indicating
that GCN-based decoders are not effective when reconstructing the features of the original
samples (e.g., [26, 27]). We confirm this limitation of GCN architectures in our preliminary
experimental campaign before the production of this paper.

The training workflow for this stage is similar to the one used for the decoder of the GAE with
both the components trying to minimize the reconstruction error between the original records
D and the reproduced samples D′. In particular, the regressor minimizes the error between X
and X′, while the classifier minimizes the difference between Y and Y′. This translates to a
generation of a new set of synthetic netflows that can be related to the original ones using the
following equation:

D′ = D + 𝜖 (2)



where D and D′ refer to the initial set of netflows provided as input to the procedure and the
output of the entire process, respectively, and the 𝜖 represents the error introduced by our
architecture. Our intuition is that the perturbation produced by an attacker when devising
adversarial evasion samples (Equation 1) can be interpreted as the 𝜖 in Equation 2. Hence, the
netflows in D′ represent adversarial attack candidates that could evade a given ML-based NIDS.
In this sense, we hypothesize that we can employ them to perform adversarial training.
We remark, however, that a careless generation procedure can lead to an incorrect set of

synthetic netflows with unfeasible feature values, whose introduction in a training set could
corrupt the learning procedure of the ML-based NIDS. For this reason, we verify that the
generated netflows present features that are feasible in practice. For example, we impose that
the regressor must not produce negative values for numerical features (e.g., duration, number
of exchanged bytes). Similarly, we exclude from D′ the netflows presenting values outside the
corresponding feature domain or with wrong values in the derived features (e.g., bytes per
second). In this way, we make sure that the reconstructed records are representative of realistic
samples and can thus be safely injected into the training set.

3.5. Hardening

The last phase involves all the operations necessary to perform adversarial training on a target
ML-based NIDS. Supposing that the original ML-based NIDS has been trained on the dataset D,
we re-train it over an augmented dataset D∗ that is formed by merging together the original
records D and the generated samples D′. Our hypothesis is the same as in adversarial training:
because the dataset D′ includes perturbed netflows acting as adversarial samples, the final
hardened ML-based NIDS is capable of detecting even adversarial attacks. However, as the
samples in the set D′ are designed to be similar to the original ones in the set D, our adversarial
training procedure can enhance the detection performance in the absence of adversarial attacks.

4. Case Study

In this section, we describe the experimental case study in which we apply our approach to
enhance the resilience of an ML-based NIDS at the state-of-the-art. We present the considered
dataset and the details of the implementation of the methodology1.

4.1. Dataset

We base our case study on a widely used dataset for network intrusion detection: ToN-IoT [28].
ToN-IoT is a collection containing telemetry data of IoT/IIoT sensors, operating systems logs,

and network traffic traces. For our purposes, we consider only the reduced network traces,
which include various cyberattacks and normal traffic from an enterprise IoT network.

We apply common preprocessing operations as in [24]. We consider Backdoor, DDoS, DoS,
Injection, Password, Ransomware, Scanning, and XSS attacks in our evaluation, excluding those
with a too small number of netflows that would prevent a valid performance assessment. Hence,

1Source code available at https://github.com/dimgalli/hardening-ml-nids.git.

https://github.com/dimgalli/hardening-ml-nids.git


we build eight separate collections of data where each contains 200 000 normal records and
10 000 attack samples, to maintain a realistic 20:1 benign:malicious ratio. We refer to each
dataset as D𝛼, where 𝛼 indicates the type of attack considered. These will be used as input to our
flow generation methodology, and for training and evaluating the ML-based NIDS (Section 4.2).

4.2. Implementation

We now detail the implementation of the introduced methodology, starting from the detector
target of our analysis, and then passing to each proposed phase.

4.2.1. Detector

In order to obtain the ML-based NIDS target of our analysis, we follow the best practices
considering binary classifiers tailored to detect specific attack variants, rather than a multi-class
solution [29].
We use Random Forest (RF) classifiers, as related literature indicates that this algorithm is

among the best-performing models for network intrusion detection tasks [30]. We utilize the
same parameters as in previous work for adversarial attacks against ML-based NIDS [31].

We train two versions of each RF instance. A first baseline version is trained using the original
samples provided in the considered dataset D𝛼. Instead, a second hardened version is trained
using the augmented dataset D∗

𝛼 as described in Section 3.5, and as we will detail in Section 4.2.3.
The training-test split used to form the respective sets for both versions of each RF instance
is 80-20, regardless of the considered dataset (original or augmented). To simulate realistic
scenarios, we maintain a benign:malicious ratio of 20:1 in both training and test sets [32].

4.2.2. Flow Generation

During the processing stage, we build a line graph 𝐿(G𝐷𝛼) from the dataset D𝛼 described in
Section 4.1. The purpose is to train an instance of our model that is tailored to produce netflows
from each specific attack in ToN-IoT.
The embedding generation procedure accepts as input 𝐿(G𝐷𝛼) obtained in the processing

stage and uses the ARGA model to produce the encoded variables Z. In our case study, we
choose the ARVGA_GD variant [5]. The architecture includes a variational encoder and a
decoder with two consecutive GCN layers. The discriminator is built on a standard MLP with
one hidden layer and one output neuron. We keep the same parameters as in the original paper.

As classifier and regressor for the flow reconstruction stage, we again rely on the RF algorithm.
Both the RF classifier and the RF regressor have a number of trees equal to 10, while the criterion
to measure the quality of splits is the Gini impurity for the classification model and the mean
squared error for the regression model. In the end, we obtain as output the synthetic flows D′

𝛼.

4.2.3. Hardening

In the hardening stage, we use the generated netflows D′
𝛼 to create the augmented dataset D∗

𝛼.
In particular, we inject only the synthetic malicious flows of each D′

𝛼 into the respective
D𝛼 to obtain D∗

𝛼. This is because attackers typically manipulate only malicious netflows to



evade detection. Hence, we are not interested in perturbations of benign data points. As this
procedure doubles the number of malicious records in D∗

𝛼 with respect to the ones present in
D𝛼, we maintain a 20:1 benign:malicious ratio by inserting the necessary benign samples from
the pool of available ones.

After having obtained the augmented dataset, we proceed to re-train the RF classifiers on the
corresponding D∗

𝛼 to create the hardened versions.

5. Evaluation and Results

In this section, we detail the experiments of our case study. We first introduce the evaluation
scenarios, and then we present the results.
For each instance of the RF detectors (i.e., baseline or hardened), we consider two different

evaluation scenarios: standard evaluation (Section 5.1) and adversarial evaluation (Section 5.2).
In the standard evaluation scenario, we aim to validate whether the considered classifiers

exhibit good detection capabilities in the absence of adversarial attacks. Hence, we test each
model using the corresponding original test set obtained from D𝛼. The goal of this experiment
is twofold. First, it lets us assess the goodness of the baseline detectors. Second, it lets us verify
that the defensive methodology that we propose does not produce hardened models with lower
detection rates in non-adversarial settings with respect to the baseline versions. This is of
crucial importance because otherwise, the defensive efforts to enhance resilience in the presence
of adversarial attacks would be wasted by a lower level of robustness in normal conditions.
In the adversarial evaluation scenario, we assess the detection performance of the baseline

and hardened detectors against adversarial attacks. In particular, we choose an attack strategy
that has been demonstrated to evade RF-based NIDS in [11]. We remark that this strategy alters
only the malicious netflows for each attack by manipulating combinations of different features
with increasing perturbation steps. We choose to report the average performance score of each
model among all the altered attributes and the perturbation steps.
We evaluate the classifiers by considering performance metrics that are largely employed

in network intrusion detection. In particular, we use the F1-score for the standard evaluation,
while we utilize the Detection Rate (DR) for the adversarial evaluation. The scores of these
metrics range between 0 and 1, with higher values indicating better performance.

5.1. Standard Evaluation

We evaluate initially the baseline and the hardened classifiers in non-adversarial contexts. The
results are presented in Table 1a, where each value represents the F1-score obtained by each
instance of the baseline and hardened models against the corresponding test set. For each row,
we use the bold to indicate the best value. The last row summarizes the scores of each instance
with the average value among all models.

The results have a twofold value. First, we observe that the baseline classifiers obtain
performance scores that are similar to those of the state-of-the-art [33, 34], with an average of
0.981. This is an indicator that the considered RF detectors represent a valid benchmark for our
experiments. More notably, we note that, in this scenario, the hardened instances obtain scores
that are even higher than baseline models, with an average of 0.987. We remark that the unique



Table 1
Performance scores of the baseline and hardened detectors in the two evaluation settings.

(a) Scores in standard evaluation.

Attack F1-score
Baseline Hardened

Backdoor 1.000 0.999
DDoS 0.981 0.988
DoS 0.995 0.997

Injection 0.991 0.996
Password 0.983 0.987

Ransomware 0.923 0.939
Scanning 0.998 0.998

XSS 0.978 0.987
avg 0.981 0.987

(b) Scores in adversarial evaluation.

Attack DR
Baseline Hardened

Backdoor 0.613 0.747
DDoS 0.781 0.828
DoS 0.465 0.917

Injection 0.887 0.972
Password 0.567 0.624

Ransomware 0.269 0.587
Scanning 0.727 0.995

XSS 0.925 0.945
avg 0.654 0.827

case in which the F1-score value for the hardened detector is lower than the baseline model is
the Backdoor attack, but the drop is negligible (just 0.001), and the performance is maintained
at top-level (0.999).
We can conclude that this experiment demonstrates that our approach devises hardened

ML-based NIDS that are effective even in absence of adversarial attacks. This property is crucial
for obtaining models that can be deployed in real-world scenarios.

5.2. Adversarial Evaluation

Then, we pass to assess the performance of the baseline and the hardened classifiers in the
adversarial scenario. For this case, in Table 1b, we report the average performance scores
obtained by each detector against the adversarial attacks produced following the strategy
proposed in [11]. We use the Detection Rate (DR or Recall) as the performance metric.

We immediately notice that the baseline classifiers show insufficient performance in detecting
adversarial samples, with an average DR of just 0.654. This denotes the lack of robustness of
baseline detectors, and it is in line with the expectations from the state-of-the-art. On the
contrary, we observe that hardened models are far more robust with an average DR of 0.827
(an increment of over 26%). Among the classifiers, we highlight those for the DoS, Injection,
Scanning and XSS attacks that are even above a DR equals to 0.9. This positive result further
testifies to the effectiveness of the proposed methodology as a valid countermeasure against
adversarial attacks in network intrusion detection.

6. Conclusions

Adversarial attacks represent a serious menace to ML-based NIDS, as they allow skilled attackers
to evade detection. Some countermeasures exist, but the research is still at an early stage. In
this paper, we propose a novel approach to enhance the robustness of ML-based NIDS against
adversarial attacks. In particular, we present a novel architecture based on a GAE that is able to



generate automatically synthetic netflows that we exploit as a means to adversarial training,
a popular defensive technique in the literature. We apply our methodology to a case study
involving a state-of-the-art ML-based NIDS trained on a public dataset containing real traffic
traces. The results highlight the efficacy of our method in enhancing the robustness of the
detectors when facing adversarial attacks. Moreover, we denote that our approach is capable
of not reducing the performance of the hardened classifiers even in the absence of adversarial
attacks, overcoming the limitations of traditional adversarial training scenarios.
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